
Reinforcement learning approach 

to finite inventory problem



1910s to 1930s: The Dawn of Inventory Theory

1913 first publication of EOQ model 
by a Production Engineer Ford Harris

• Practical approach and simple use

• Quickly adopted by the industry

• Erroneously cited up until 1988

Image source: Herrera, Ozdemir, Rıos (2009) Capacity planning in a telecommunications network: a case study. Int J Ind Eng



1950s to 1960s: The Golden Era of Inventory Theory

US military funded research and “Stanford Studies”

• Foundations of Stochastic Lot Sizing Problems
(Q,R); (s,S) policies

• Wagner Whitin dynamic programming algorithm
to solve Classical Dynamic Lot Sizing Problem 

• First major textbooks on inventory control

Image source: Comez, Kiessling, (2012). Joint inventory and constant price decisions for a continuous review system

1970s:

• Industry often prefers classic EOQ

•

• “The natural academic drift” 
in Operations Research

Image source: https://www.flickr.com/photos/123727295@N07/14498214658, by T. Schroeder, cropped. Free to share with attribution
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1970s:

• Industry often prefers classic EOQ
Challenges with adoption

• Limited computational power

• “The natural academic drift” 
in Operations Research



1980s to 1990s: The Digital Era of Inventory Theory

Personal computers, local networks and the Internet

• Heuristic and simulation models

• Industry adoption

• New challenges – the data

Image source: de Kok, Grob, Laumanns, Minner, Rambau, Schade, (2018). A typology and literature review on stochastic multi-echelon 
inventory models (Figure 6: Capacity)

Image source: Farasyn, Perkoz, Van de Velde, (2008). Spreadsheet Models for Inventory Target Setting at Procter & Gamble 
(Figure 1: The screenshot shows a sample XIM model screen). Cropped



Starting 2010s: The AI Era of Inventory Theory?

Neural Networks

• Warren McCulloch and Walter Pitts proposed 
computational model of the “nerve net” as early as 
1943 [1]

• In 1986 Geoffrey Hinton (UofT), David Rumelhart, 
and Ronald Williams published back propagation 
algorithm for training [2]

• The decade 2010s… [3]

Image source: Chui, Manyika, Miremadi, Henke, Chung, Nel, Malhotra. 
Notes from the AI frontier: Insights from hundreds of use cases. Discussion paper. April 2018. Exhibit 12, p. 21
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Reinforcement Learning

Where does the field of Reinforcement Learning fit?

• Reinforcement Learning is solving MDP

• Dynamic Programming, Monte Carlo, Temporal 
Difference methods

• Approximate Solution Methods

Image source: Sutton, Barto. Introduction to Reinforcement Learning, MIT Press Cambridge, MA, USA – book coverImage source: https://en.wikipedia.org/wiki/Breakout_(video_game)



Proof of concept models

Deep Q Learning algorithm
(Off-Policy Temporal Difference Control)

• 1 item: 0.04% less than optimal solution

• 2 items: buying sub-optimally each item
saved 18% on simultaneous procurement 

Policy Gradient algorithm 

• 1 item: Converged to near-optimal solution 
<1% less than optimal solution



Thank you!


