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Executive summary 
Chi-Guhn Lee, C-MORE Director 

Introduction 

Although pandemic restrictions have eased somewhat over the past six months, we have 

continued to operate in the virtual world – including course instruction, formal meetings, 

informal get-togethers, and conference presentations. In fact, as I review our accomplishments in 

preparing this report, I am amazed at how balanced our portfolio is. We continue to pursue 

cutting-edge research while working closely with collaborating industries in the real world. We 

seek (and acquire) funding for our efforts; for example, we submitted a proposal to NSERC’s 

Mission Alliance program in partnership with WSP. And our educational efforts have never 

slowed down. We held two PAM courses online, one in June and the other in August, and we have 

a full complement of graduate students working with us. Beyond our continuous work with 

consortium members, we have engaged with other industry partners on an ad-hoc basis, including 

Titan Technologies and Capital Power. The following report summarizes work undertaken since 

the meeting in June 2021.  

The C-MORE team 

Chi-Guhn Lee, Director 

Chi-Guhn has continued to leverage the all-virtual environment to give invited talks and seminars 
at conferences around the world. A detailed list of his talks is reserved for the Activities section of 
the report. The resource extraction working group initiative has continued to grow, becoming a 
Capstone project for senior industrial engineering students and a research project for two Master 
of Engineering students. These projects will result in a working prototype of dashboard displaying 
KPIs based on a well thought-out design. Outside this particular sector, Chi-Guhn is increasing 
the presence of C-MORE in the asset management and maintenance optimization arena. In early 
September, he gave a talk on advanced machine learning methods applied to physical asset 
management with scarce data, and participated in a round-table discussion on how machine 
learning can be done with incomplete or insufficient data. In this six-month term, he submitted 
two project proposals: an application to the DSI Catalyst program on a probabilistic map for 
possible survivors after a natural disaster using flying sensors, and an application to IC-IMPACTS 
for a project on an intelligent irrigation system under weather uncertainty. C-MORE also signed 
a project contract on predict and control supply chain with Unilever, with the support of MITACS. 
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Janet Lam, Assistant Director 

Janet has been working with graduate and undergraduate students to push on with various 

industry-sponsored research projects. In particular, she worked with Pooyan and Daisy on the 

Capital Power criticality project, and with Gabe and Blair on the Mining KPIs project. She worked 

directly with Jennifer Lu from TTC on extensions and updates to the TTC track inspection projects; 

this project will be presented in today’s meeting. Janet met virtually with several potential 

collaborators to discuss ways to combine forces and made renewed contact with current members 

to keep projects fresh. In addition to these responsibilities, she taught one day of the five-day 

Physical Asset Management (PAM2) course, with Chi-Guhn, Ali Zuashkiani, and Jim Reyes 

Picknell in June and August. She also made a presentation at MainTrain, the annual PEMAC 

conference.  

Andrew K. S. Jardine, Professor Emeritus 
Andrew’s main activity during the past six months was to finalize the 3rd edition of the book 

Maintenance, Replacement and Reliability. It was published in September, just in time to be one 

of the textbooks used in the University’s five-day annual Physical Asset Management program 

designed for practicing engineers. In addition, he taught a graduate class at the University of 

Toronto, titled “Engineering Asset Management,” reviewed a MITACS research proposal, and was 

the external examiner for a doctoral thesis at the University of the West Indies. During this COVID 

period, he presented a three-hour webinar, “Optimizing Preventive Maintenance, Inspection, and 

Predictive Maintenance Decisions,” through International Business Conferences, India. He also 

continued his participation as a member of PEMAC’s Awards Committee. 

Dragan Banjevic, C-MORE Consultant 
Dragan continued to collaborate with C-MORE on projects with consortium members, mostly 
with Kinross Gold, TTC, and UKMOD.  He worked directly with Varun on the implementation of 
the UKMOD aircraft carrier spares management project. He also provided help in other projects 
with C-MORE students, as well as in their research. 

Sharareh Taghipour, Ryerson, External Collaborator 
Since the meeting in June 2021, Sharareh published a book chapter, “The Role of Emerging 

Technologies in Physical Asset Management,” in Maintenance, Replacement, and Reliability: 

Theory and Applications (3rd ed) by Andrew Jardine and Albert Tsang. She lectured two sessions 

of the course “Engineering Asset Management” (graduate course, with Andrew Jardine) at 

University of Toronto. She also taught one session of the five-day PAM program in November. 

The session was about the role of emerging technologies in physical asset management. In 

addition, she taught one undergraduate course, “Experimental Design and Quality Assurance,” 

and one graduate course “Advanced Reliability Modeling” at Ryerson University in fall 2021. She 

is working on a research program, “Decentralized Data Analytics and Optimization methods for 

Physical Asset Management” (NSERC Discovery grant), as well as two collaborative projects with 

industry partners: “Real-Time Optimization of Production Scheduling” and “Failure Modelling of 

Repairable Systems with Data Subject to Left Truncation and Right Censoring, and Improving the 

Models’ Accuracy using Bayesian Techniques” with Axiom Group (NSERC Alliance) and Enbridge 

Gas (Consulting contract), respectively. In addition, she is using the “Industry 4.0 Smart Factory 

System” to develop predictive maintenance models and real-time optimization of production 

scheduling (funding from Ministry of Economic Development, Job Creation and Trade and John 

R. Evans Leaders Fund). Sharareh presented “The Role of Emerging Technologies in Physical 

Asset management” at the 15th International Physical Asset Management Conference, online, 

March 9-10, 2021, Tehran, Iran. She was a keynoter speaker at IEEE International Conference on 
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“Sensing, Diagnostics, Prognostics, and Control” (SDPC 2021), online, August 13-15, 2021, Harbin 

Institute of Technology, Weihai, China, and made a presentation on “Predictive Maintenance in 

the Industry 4.0 Context.” 

Scott Sanner, University of Toronto 
Scott's group continues work on a range of applied projects covering data-driven control systems 

for residential HVAC (journal article published in Energy and Buildings) and anomaly detection 

for electrical systems (journal article on Smart Grid published in IEEE Transactions).  Scott's 

group also continues fundamental AI research on the topic of continual learning for deep learning 

(journal article published in Neurocomputing) as well as conversational recommender systems 

(conference papers at UMAP-21 and SIGIR-21), explainability in AI (NeurIPS-21), and 

reinforcement learning (UAI-21, NeurIPS-21, IJCAI-21). 

Fae Azhari, University of Toronto 
Fae’s research group now consists of four doctoral students, four MASc students, and two 
undergraduate students. Her projects include: naval asset management using sensor data, smart 
composites for distributed sensing, fibre optic sensors for vibration monitoring, wind turbine 
monitoring, condition-based maintenance of bridges, and swimming pool freshwater usage 
optimization. Her group members submitted a number of journal articles and presented at virtual 
conferences this past year. Fae has initiated a number of new collaborations with partners in wind 
energy, monitoring industries, electrical engineering, and medicine. 
 
Jue Wang, Affiliate Professor 
Jue Wang's recent research on joint monitoring and learning of degradation system was presented 

at both the CORS and the INFORMS annual meetings. Jue submitted a paper to Management 

Science in October. Roozbeh Yousefi, a PhD candidate under his supervision, has completed a 

PhD thesis and will defend in January. In the past few months, Jue has been collaborating with 

researchers in the US and China to study the value of information in sequential learning and to 

develop new approximate solution algorithms. 

Ali Zuashkiani, Director of Educational Programs 
Ali has been providing consulting services to various industries. such as oil and gas, power 

generation and distribution, mining, and petrochemical. He has been also working with Aramco 

in Saudi to train their engineers to get CMRP designation. Ali has been active with the Institute of 

Asset Management, where he is helping to develop a Subject Specific Guideline (SSG) on 

Management of Change and is working with General Forum on Maintenance and Asset 

Management (GFMAM) on the third edition of Asset Management Landscape. Ali started 

working with Society for Maintenance and Reliability Professionals (SMRP) to represent them at 

GFMAM meetings and to work on new body of knowledge of SMRP. He is also active on ISO 

55000 TC 251 committee representing Canada on WG9 working on an Asset Management Data 

standard. Ali has continued his teaching efforts as well. In June, October, and November, he 

conducted a five-day CMRP preparation training program online to a group of asset managers 

from different industries. In September, October, and November he delivered five-day training 

on CAMA designation preparation. In September, he delivered a two-day Life Cycle Costing 

program, and two three-day Spare Parts Management programs to engineers from Arcelormital 

Dofasco, and Maple Leaf Canada. In November, he delivered a five-day Reliability Management 

course to Socar Chemical in Azerbaijan. 

C-MORE graduate students and postdoctoral fellows 
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Postdoctoral fellows 
Danial Khorasanian started his postdoctoral fellowship in MIE at the University of Toronto in 

September 2021. His main research is on dynamic routing in hazardous materials transportation. 

He is also co-leading two groups of MEng students in multiple projects in cooperation with Nestle 

and Unilever companies. These projects are in the areas of forecasting, supply chain management, 

and image processing. 

Doctoral students 

Mohamed Abubakr is a first-year PhD student. His research interest is domain adaptation 

for continuously evolving environments, with a focus on failure detection under varying 

operating conditions. 

Kuilin Chen is a fourth-year PhD student. His current research interest is few-shot learning. A 

paper on incremental few-shot learning was published in ICLR 2021. He submitted a paper on 

few-shot learning with stochastic weight averaging to ICLR 2022.  

Michael Gimelfarb has continued his work on knowledge transfer in reinforcement learning and 

has been a postgraduate affiliate of the Vector Institute since April 2020. His research focuses on 

transferring skills robustly and safely in a risk-aware setting. His current work leverages robust 

and risk sensitive MDPs, representation learning and planning under uncertainty. 

Yunhan Kim is a doctoral candidate at the Department of Mechanical Engineering, Seoul National 

University, South Korea. He is a visiting doctoral student at the Department of Mechanical and 

Industrial Engineering, University of Toronto, in 2021. His research topics are prognostics and 

health management for mechanical and manufacturing systems using vibration signal analysis 

and deep learning. 

Scott Koshman continued his research on equipment health monitoring (EHM) for Halifax Class 

Frigates, under the supervision of Professor Fae Azhari. His recent focus has been data 

conditioning, the optimum application of parallel assets to the analysis of largish data sets (40+ 

billion transactions), and the fusion of data across databases. He works with data from diverse 

sources including EHM systems, an ERP, internal reporting, and external public environmental 

data. This research will inform approaches for the development of maintenance optimization 

models given certain types of imperfect data inputs. Scott is a senior member of American Society 

of Quality and recently recertified both his Certified Reliability Engineer and Certified Manager 

of Quality / Organizational Excellence credentials. As a member of the International Council of 

Systems Engineering (INCOSE), he recently participated in the 1st Virtual INCOSE International 

Workshop (IW2021). In his workplace, he has also been the lead for the development of graduate 

courses and the transition to a virtual delivery model in the subject area of global strategic security 

studies. 

Yang Li is currently working toward the PhD degree at the school of Mechanical Engineering, 

Southeast University, Nanjing, China. He is a visiting PhD Student in the Department of 

Mechanical and Industrial Engineering, University of Toronto. His main research interests 

include acoustic emission signal processing and electromechanical equipment damage detection 

and identification. 

Seyedvahid (Vahid) Najafi is a full-time PhD student working on the maintenance modelling 

and optimization of multi-unit series systems. He has developed condition-based maintenance 

strategies with general repair to minimize the operation and maintenance cost of multi-unit 
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systems using deep reinforcement learning and dynamic programming. He recently passed his 

second committee meeting (November 2021). 

Avi Sokol is a flex-time PhD student and a full-time employee. He continues to research 

integration of reinforcement learning and inventory control to reduce waste in supply chains 

and the benefits of reward decomposition. Avi applied reward decomposition in Q-learning and 

SARSA models to solve inventory control problems. Both models produced the expected results 

and converged to the near-optimal solution. Avi is currently exploring the application of reward 

decomposition in deep Q-learning models. In the past six months, Avi passed his qualifying 

exam and is expected to have first annual meeting in the beginning of 2021. 

Master’s students 

Varun C Ananda Rao (MEng) is a first-year MEng student in the Mechanical and Industrial 

Engineering program focused on supply chain management and optimization under the ELITE 

emphasis. He is working on carrier optimization project working on building a model that 

provides an optimized solution for maintaining inventory on the carrier. His work is focused on 

the implementation of the optimization model, thereby creating an interface for users to easily 

obtain the solution. 

Siddharth Behal (MEng) is currently working towards his MEng degree in Aerospace Engineering 

with dual emphasis on ELITE and advanced manufacturing. His background is in space 

engineering and rocketry. Currently, he is working on a project dealing with RUL prediction for 

military vehicles and how their parameters could be optimized for increased reliability, 

maintainability and availability.  

Blair Cui (MEng) is a first-year MEng student in Mechanical and Industrial Engineering with an 

emphasis on data analytics and healthcare engineering. She is currently working on the 

development of KPIs (key performance indicators) for a mining sector project. Her work is 

focused on evaluating the factors affecting maintenance effectiveness and verifying the 

indicators’ appropriateness for mining industries 

Ziyi Lyu (MEng) is a second-year MEng student in Mechanical and Industrial Engineering. 

She works on time series forecasting of the oil rig maintenance worker’s daily workloads. She is 

focusing on developing ARIMA-GARCH, Prophet, and regression models to improve forecasting 

accuracy. 

Eileen Mendoza (MEng) is a part-time MEng student in Mechanical and Industrial Engineering 

with an emphasis on sustainable energy and ELITE. She is currently working with a team of MEng 

students to develop a technique for predictive maintenance of wind turbine bearings using 

vibration analysis and machine learning. Her work is focused on optimizing signal processing 

techniques to aid in premature fault detection of bearings. 

Gabriel Merisanu (MEng) is a first-year MEng student in Mechanical and Industrial Engineering 

with an emphasis on data science and ELITE. With three years of professional experience in 

consulting and project management, Gabriel is passionate about leveraging this past industry 

knowledge while exploring greater meaning within his career and the overall positive impact 

engineering can have on society at large. Gabriel’s research is primarily focused on developing a 

new KPI framework and toolset to bridge the communication gaps between maintenance teams 

and strategic leadership within the mining industry. Given his experience in consulting and 

passion for management, Gabriel is focused on delivering end-to-end solutions that integrate 

technology and human factors. 
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Dhavalkumar (Dhaval) Patel (MEng) started his MEng program in Mechanical and Industrial 

Engineering in September 2021. His work is focused on the exploration and application of 

machine learning algorithms for predictive maintenance. Currently, he is working on the 

development of a GAN, Generative Adversarial Network, inspired fault classification model for 

Wind Turbine bearings based on the data provided by the industry partner.     

Jeong Cheol Seok (MEng) graduated in summer 2021 and is currently working as a machine 

learning engineer at one of the largest retail companies in Canada. During his time at C-MORE, 

he developed a MLP-LSTM-MLP architecture for prediction of engine failure in a mining site at 

Chile, achieving 87% recall and 95% precision. In addition, he took on a project that used a 

machine learning algorithm to determine the actual wind speed and direction using the LiDAR 

measurement, floating on sea surface. The machine learning model result showed great 

improvement from the benchmarked analytical model. 

Pooyan Sharifi (MEng) completed his MEng program in Industrial Engineering with an emphasis 

on data science and analytics in August 2021. During his time at the University of Toronto, he 

completed his MEng project with C-MORE. His project involved the asset management and 

criticality analysis of a medium sized power generation facility in the GTA. Pooyan completed his 

undergraduate degree at the University of Waterloo in Chemical Engineering with a specialization 

in Process Modelling, Optimization and Control. He has over two years of experience working 

full-time in power generation, as well as experience working in other industries including 

automotive manufacturing and the defence industry. The blend of these skills were useful for 

tackling his MEng project. Pooyan is currently looking for opportunities in data science and 

analytics in a process/industrial setting which best combine his skills and experience. 

Zoha Sherkat Masoumi (MEng) completed her MEng student project on sensor-based 

maintenance for Kinross Gold Corporation. She was aiming to predict engine failures for trucks 

in a real mine operating environment with the help of sensor readings. She is now a PhD student 

in Mechanical and Industrial Engineering.  

Hazel Shi (MEng) is a first-year MEng student in Mechanical and Industrial Engineering with an 

emphasis in data analytics. She is currently working on the toy signal generation for the machine 

learning model to detect the faulty state of wind turbine bearings.  

Jahyun Shin (MEng) completed her deep learning research project that automatically detects and 

classifies restricted items for an airport’s X-ray baggage scanner. She has completed her MEng 

program and has graduated. 

Sophie Tian (MASc) is a second-year MASc student working on the combustion signature analysis 

project in collaboration with the NRC. She has been focused on proposing a time series 

classification model to identify fire hazard characteristics. 

Katie Xu (MASc) is a second-year MASc student working on the use of machine learning for 

process monitoring and control in 3D printing. In recent months, she has been focused on creating 

a dataset for this purpose. 

Zihan Zhang (MASc) finished her MASc thesis titled “Pattern-driven stochastic process for 

degradation forecasting with applications to rechargeable batteries.” She attended the MIMAR 

conference and gave an oral presentation on her thesis work. The extended paper is under second 

review by IEEE Transaction on Industrial Informatics. She is now pursuing her PhD degree in 

Industrial Engineering at Georgia Tech. 
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C-MORE activities with consortium members  
 

Defence Science and Technology Laboratory (DSTL)  

The aircraft carrier spares optimization project continued under Dragan’s supervision with MEng 

student Varun C. Ananda Rao. They are developing a software tool to optimally stock spare parts. 

A second project in interpreting and fusing data from disparate environmental conditions began 

with Siddharth Patel, another MEng student. Both projects will be presented at the December 

meeting. 

Kinross Gold Corporation  

Zoha Sherkat-Masoumi completed the machine learning business case project in August. The 

project demonstrated ways of predicting remaining useful life of haul trucks in time for 

maintenance to be scheduled, avoiding unexpected downtime. The results of this project will be 

presented by Vahid Najafi at the December meeting. We also began discussions on two potential 

projects. One is to develop a framework for selecting optimal components to be replaced together 

under a constrained budget at a company-wide level. The second is to develop a model that defines 

the optimal life of an asset, incorporating many different variables. These projects are planned to 

be launched in early 2022. 

Toronto Transit Commission (TTC)  

TTC set a distinct timeline of interest for the linetest and re-inspection projects for decision 

making. The process of cleaning and processing the data will be presented at the December 

meeting. 

C-MORE educational programs  
C-MORE’s new five-day course, “Machine Learning and AI Applications in Physical Asset 

Management” (PAM2), was delivered virtually twice over the past six months, once in June and 

once in August. It was offered through the School of Continuing Studies. Instructors included 

Janet, Chi-Guhn, Ali Zuashkiani, and Jim Reyes Picknell. Other educational programs in Spare 

Parts Management, Life Cycle Costing, and Asset Management will also be held in December 2021, 

and during 2022.  

In November 2021, as in previous years, Andrew Jardine led a five-day course in Physical Asset 

Management through the School of Continuing Studies. Other lead instructors were Don Barry 

and Sharareh Taghipour. Chi-Guhn Lee presented as well. As in November 2020, it was delivered 

virtually. 

Conclusion 
The past six months have been busy, with C-MORE staff, colleagues, and collaborators hard at 

work on both new and ongoing projects.  

 

Chi-Guhn Lee 

December 2021 
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C-MORE leadership activities 
 

Chi-Guhn Lee, Director 

Chi-Guhn has leveraged the all-virtual environment to give invited talks and seminars at many 
conferences around the world. While the detailed list of talks is reserved for the Activities section 
of the report. The resource extraction working group initiative continues to grow to a capstone 
project for senior industrial engineering students as well as a research project for two master of 
engineering students. These projects will result in a working prototype of dashboard displaying 
KPIs based on well thought-out design. Outside of this particular sector, Chi-Guhn is increasing 
the presence of C-MORE in the asset management and maintenance optimization. In the early 
September, Chi-Guhn gave a talk on advanced machine learning methods applied to physical asset 
management with scarce data, and participated in round-table discussion to voice how machine 
learning can be done with incomplete or insufficient data. In this term, we submitted two project 
proposals: applications to DSI Catalyst program on probabilistic map for possible survivors after 
natural disaster using flying sensors, and IC-IMPACTS project on intelligent irrigation system 
under weather uncertainty. We also signed one project contract on predict and control supply 
chain with Unilever under the support of MITACS. 

Janet Lam, Assistant Director  

Janet has been working with graduate and undergraduate students to push on with various 

industry-sponsored research projects. In particular, she worked with Pooyan and Daisy on the 

Capital Power criticality project, and with Gabe and Blair on the Mining KPIs project. She worked 

directly with Jennifer Lu from TTC on extensions and updates to the TTC track inspection projects; 

this project will be presented in today’s meeting. She played a critical role in the submission of the 

NSERC Mission Alliance proposal in partnership with WSP. 

She met virtually with several potential collaborators to discuss ways to combine forces, as well 

as renewed contact with current members to keep projects fresh. 

She taught one day of the 5-day Physical Asset Management 2 course, with Chi-Guhn, Ali and Jim 

Reyes Picknell in June and August. She presented a talk at MainTrain, the annual conference by 

PEMAC.  

Andrew K. S. Jardine, Professor Emeritus 

Andrew’s main activities during the past six months have been finalizing the 3rd Edition of the 

book Maintenance, Replacement and Reliability that was published in September, just in time to 
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be one of the textbooks used on the University’s 5-day annual Physical Asset Management 

program that is designed for practicing engineers. 

In addition, he taught a graduate class at the University titled Engineering Asset Management, 
reviewed a MITACS research proposal and was the external examiner for a doctoral thesis at the 
University of the West Indies. During this COVID period he presented a 3-hour webinar titled 
“Optimizing Preventive Maintenance, Inspection, and Predictive Maintenance Decisions” 
through International Business Conferences, India.  

His participation continued as a member of PEMAC’s Awards Committee. 

Dragan Banjevic, C-MORE Consultant 

Dragan continued to collaborate with C-MORE on projects with consortium members, mostly 
with Kinross Gold, TTC, and UKMOD.  He worked directly with Varun on the implementation of 
UKMOD aircraft carrier spares management project. He also provided help in other projects with 
C-MORE students, as well as in their research. 

Fae Azhari, University of Toronto 

Fae’s research group now consists of 4 doctoral students, 4 MASc students, and 2 undergraduate 
students. Her projects include: naval asset management using sensor data, smart composites for 
distributed sensing, fibre optic sensors for vibration monitoring, wind turbine monitoring, 
condition-based maintenance of bridges, and swimming pool freshwater usage optimization. Her 
group members submitted a number of journal articles and presented at virtual conferences this 
past year. Fae has initiated a number of new collaborations with partners in the wind energy and 
bring monitoring industries and several colleagues in electrical engineering and medicine. 

Scott Sanner, University of Toronto 

Scott's group continues work on a range of applied projects covering data-driven control systems 

for residential HVAC (journal article published in Energy and Buildings) and anomaly detection 

for electrical systems (journal article published in IEEE Transactions on Smart Grid).  Scott's 

group also continues fundamental AI research on the topic of continual learning for deep learning 

(journal article published at Neurocomputing) as well as conversational recommender systems 

(with conference papers published at UMAP-21 and SIGIR-21), explainability in AI (NeurIPS-21), 

and reinforcement learning (UAI-21, NeurIPS-21, IJCAI-21) 

Sharareh Taghipour, Ryerson University, External Collaborator 

From June to December 2021, Sharareh published a book chapter entitled “The Role of Emerging 

Technologies in Physical Asset Management” In Maintenance, Replacement, and Reliability-

Theory and Applications, Third Edition, authored by Jardine A.K.S. and Tsang A.H.C. (pp 227-

263. ISBN 9780367076054. CRC Press). She lectured two sessions of the course MIE 1723H-

Engineering Asset Management (graduate course, with Prof. Andrew Jardine) at University of 

Toronto. She also taught one session of the 5-day PAM program held from Nov 15-19, 2021. The 

session was about the role of emerging technologies in physical asset management. In addition, 

she taught one undergraduate course “Experimental Design and Quality Assurance” and one 

graduate course “Advanced Reliability Modeling” at Ryerson University in Fall 2021. She is 

working on a research program entitled “Decentralized data analytics and optimization methods 

for Physical Asset Management” (NSERC Discovery grant), as well as two collaborative projects 

with industry partners: “Real-time optimization of production scheduling” and "Failure modeling 

of repairable systems with data subject to left truncation and right censoring, and improving the 

models’ accuracy using Bayesian techniques" with Axiom Group (NSERC Alliance) and Enbridge 
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Gas (Consulting contract), respectively. In addition, she is using the “Industry 4.0 Smart Factory 

System” to develop predictive maintenance models and real-time optimization of production 

scheduling (funding from the Ministry of Economic Development, Job Creation and Trade and 

John R. Evans Leaders Fund). Sharareh also presented "The Role of emerging technologies in 

physical asset management" at the 15th International Physical Asset Management Conference. 

Online, March 9 and 10, 2021, Tehran, Iran. She also was a keynoter speaker at IEEE 

International Conference on Sensing, Diagnostics, Prognostics, and Control (SDPC 2021). Online, 

August 13-15, 2021, Harbin Institute of Technology, Weihai, China, and presented the talk entitled 

“Predictive maintenance in the Industry 4.0 context” 

Jue Wang, Affiliate Professor 

Jue Wang's recent research on joint monitoring and learning of degradation system is presented 

in both CORS and INFORMS annual meeting. The paper is submitted to Management Science 

in October. Roozbeh Yousefi, a PhD candidate under his supervision, has completed the PhD 

thesis and will defend in January. In the past few month, Jue is collaborating with researchers in 

the US and China to study the value of information in sequential learning and to develop new 

approximate solution algorithms. 

Ali Zuashkiani, Director of Educational Programs 

Ali has been active in providing consulting services to various industries such as oil and gas, 

power generation and distribution, mining, and petrochemical. He has been also working with 

Aramco in Saudi to train their engineers to get CMRP designation. 

Ali has been also active with Institute of Asset Management on developing a Subject Specific 

Guideline (SSG) on Management of Change and is working with General Forum on Maintenance 

and Asset Management (GFMAM) on the third edition of Asset Management Landscape. Ali has 

started working with Society for Maintenance and Reliability Professionals (SMRP) to represent 

them at GFMAM meetings and to work on new body of knowledge of SMRP. He is also active on 

ISO 55000 TC 251 committee representing Canada on WG9 working on Asset Management Data 

standard. 

In June, October, and November and, Ali conducted a 5-day CMRP preparation training program 

online to a group of asset managers from different industries. 

In September, October, and November he delivered 5-day training on CAMA designation 

preparation 

In September Ali delivered 2-day Life Cycle Costing program, and two 3-day Spare Parts 

Management programs to engineers from Arcelormital Dofasco, and Maple Leaf Canada. 

In November he delivered a 5-day Reliability Management course to Socar Chemical in Azerbaijan. 

CMORE held AM4.0 program during the last week of August. The program will be held again in 

April 2022. Other educational programs in Spare Parts Management, Life Cycle Costing, and 

Asset Management will also be held during Dec 2021, and 2022 
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Overall project direction 
Janet Lam, Assistant director 

Goals and retrospectives 
This section highlights the some of the main achievements in C-MORE for the period June 2021 

– December 2021. Throughout the months of the pandemic, the C-MORE team continued to 

operate with work-from-home modifications, with all meetings happening virtually. 

With the benefit of virtual conferences, C-MORE was very active at a wide range of meetings, as 

demonstrated in the activities below. C-MORE held two PAM2 courses online; once each in 

June and August of 2021. Another is planned for early 2022. 

We continue to seek opportunities to leverage our work with external funding. We submitted a 

proposal to NSERC’s Mission Alliance program in partnership with WSP. 

Beyond our continuous work with consortium members, we have engaged with other industry 

partners on an ad-hoc basis, including Titan Technologies and Capital Power. Projects from 

both of these partners will be presented today. 

Activities 

Collaboration with companies and site visits 

This section gives details on progress in research conducted with consortium members 

Member Collaborations 

Defence Science and 
Technology Laboratory 

The aircraft carrier spares optimization project continued under 
Dragan’s supervision with M.Eng. student Varun C. Ananda Rao. 
They are developing a software tool to optimally stock spare parts. 

A second project in interpreting and fusing data from disparate 
environmental conditions began during this time with Siddharth 
Patel, an M.Eng student. 

Both projects will be presented today. 

Kinross Zoha Sherkat-Masoumi completed the machine learning business 
case project in August. The project demonstrated ways of predicting 
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Member Collaborations 

remaining useful life of haul trucks in time for maintenance to be 
scheduled, avoiding unexpected downtime. The results of this 
project will be presented by Vahid Najafi, today. 

We also began discussions on two potential projects. One is to 
develop a framework for selecting optimal components to be 
replaced together under a constrained budget at a company-wide 
level. The second is to develop a model that defines the optimal life 
of an asset, incorporating many different variables. These projects 
are planned to launch in early 2022. 

Toronto Transit 
Commission 

TTC set a distinct timeline of interest for the linetest and re-
inspection projects for decision making. The process of cleaning 
and processing the data will be presented today.. 

 

 

Theoretical work 

This section on theoretical work is oriented toward students’ and postdoctoral fellows’ research 

topics. 

Name Activity 

Mohamed Abubakr,  
Ph.D. student  

Mohamed is a first year PhD student. His current research interest 
is domain adaptation for continuously evolving environments with 
focus on failure detection under varying operating conditions.  

Varun C Ananda Rao, 
M.Eng. student 

Varun is a first year MEng student in the Mechanical and Industrial 
engineering program focused on supply chain management and 
optimisation under the ELITE emphasis. He is working on carrier 
optimisation project focusing on building a model that provides an 
optimised solution for maintaining inventory on the carrier. His 
work is focused on the implementation of the optimisation model 
and thereby creating an interface for users to easily obtain the 
solution. 

Siddharth Behal, 
M.Eng. student  

Siddharth Behal is currently working towards his MEng degree in 
Aerospace Engineering with dual emphasis in ELITE and Advanced 
Manufacturing. His background is in Space Engineering and 
Rocketry. Currently, he is working on a project dealing with RUL 
prediction for military vehicles and how their parameters could be 
optimized for increased reliability, maintainability and availability.  
 
Areas of Expertise and Interests: Engineering Analysis, Data 
Fusion, Product Development, Management Consulting, Business 
Process Management, Manufacturing Digitization 

Kuilin Chen, Ph.D. 
candidate 

Kuilin is a fourth-year Ph.D. student. His current research interest 
is few-shot learning. One paper on incremental few-shot learning is 
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Name Activity 

published in ICLR 2021. He submitted a paper on few-shot learning 
with stochastic weight averaging to ICLR 2022.  

Blair Cui, M.Eng. 
student  

Blair is a first year M.Eng student in Mechanical and Industrial 
Engineering program with emphasis in data analytics and 
healthcare engineering. She is currently working on development of 
KPI (Key Performance Indicator) for mining sector project. Her 
work is focused on evaluating the factors affecting the maintenance 
effectiveness and verify the indicators’ appropriateness for 
mining industries.  

Michael Gimelfarb, 
Ph.D. candidate 

Michael has continued his doctoral work on knowledge transfer in 
reinforcement learning and has been a postgraduate affiliate of the 
Vector Institute since April 2020. Currently, his research focuses on 
transferring skills robustly and safely in a risk-aware setting. His 
current work leverages robust and risk sensitive MDPs, 
representation learning and planning under uncertainty. 

Scott Koshman, Ph.D. 
student 

Scott continues his research on equipment health monitoring 
(EHM) for Halifax Class Frigates, under the supervision of 
Professor Fae Azhari. His recent focus has been data conditioning, 
the optimum application of parallel assets to the analysis of largish 
data sets (40+ billion transactions), and the fusion of data across 
databases. He works with data from diverse sources including EHM 
systems, an ERP, internal reporting, and external public 
environmental data. This research will inform approaches for the 
development of maintenance optimization models given certain 
types of imperfect data inputs. Scott is a senior member of 
American Society of Quality and recently recertified both his 
Certified Reliability Engineer and Certified Manager of Quality / 
Organizational Excellence credentials. As a member of the 
International Council of Systems Engineering (INCOSE), he 
recently participated in the 1st Virtual INCOSE International 
Workshop (IW2021). In his workplace, he has also been the lead for 
the development of graduate courses and the transition to a virtual 
delivery model in the subject area of global strategic security 
studies.   

Danial Khorasanian, 
postdoctoral fellow 

Danial Khorasanian has started his postdoc in MIE department of 
UofT since Sep 2021. His main research is about dynamic routing 
in hazardous materials transportation. He is also co-leading two 
groups of M.Eng students in multiple projects in cooperation with 
Nestle and Unilever companies. These projects are in the areas of 
forecasting, supply chain management, and image processing. 

Yunhan Kim, visiting 
Ph.D. student  

Yunhan Kim is currently working toward the Ph.D. degree in the 
Department of Mechanical Engineering, Seoul National University, 
South Korea. He is a visiting scholar at the Department of 
Mechanical and Industrial Engineering from University of Toronto, 
Canada, in 2021. His research topics are prognostics and health 
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Name Activity 

management for mechanical and manufacturing systems using 
vibration signal analysis and deep learning. 

Yang Li, visiting Ph. D. 
student 

Yang Li is currently working toward the Ph.D. degree with the 
school of Mechanical Engineering, Southeast University, Nanjing, 
China. And he is also as a visiting PhD. Student in the Department 
of Engineering Mechanical & Industrial Engineering, University of 
Toronto, St. George, Canada. His main research interests include 
acoustic emission signal processing, electromechanical equipment 
damage detection and identification. 

Ziyi Lyu, M.Eng. 
student  

Ziyi is a second year M.Eng. student in the Mechanical and 
Industrial engineering and works on time series forecasting of the 
oil rig maintenance worker’s daily workloads. She is focusing 
on developing ARIMA-GARCH, Prophet and regression models to 
improve the forecasting accuracy.  

Eileen Mendoza, 
M.Eng. student 

Eileen is a part-time M.Eng student in Mechanical and Industrial 
Engineering with Emphasis in Sustainable Energy and ELITE. She 
is currently working with a team of M.Eng students to develop a 
technique for predictive maintenance of wind turbine bearings 
using vibration analysis and machine learning. Her work is focused 
on optimizing signal processing techniques to aid in premature 
fault detection of bearings. 

Gabriel Merisanu, 
M.Eng student 

Gabriel is a first year M.Eng student in Mechanical and Industrial 
Engineering pursuing an emphasis in Data Science and ELITE. 
With 3 years of professional experience in consulting and project 
management, Gabriel is passionate about leveraging this past 
industry knowledge while exploring greater meaning within his 
career and the overall positive impact engineering can have on 
society at large. Gabriel’s research is primarily focused on 
developing a new KPI framework and toolset used to bridge the 
communication gaps between maintenance teams and strategic 
leadership within the mining industry. Due to his experience in 
consulting and passion for management, Gabriel is focused on 
delivering end-to-end solutions that successfully integrate 
technology and human factors. 

Seyedvahid Najafi, 
Ph.D. student 

Vahid is a full-time Ph.D. student and works on the maintenance 
modeling and optimization of multi-unit series systems. He has 
developed condition-based maintenance strategies with general 
repair to minimize the operation and maintenance cost of multi-
unit systems using deep reinforcement learning and dynamic 
programming.  
He has recently passed his second committee meeting in Nov 2021. 

Dhavalkumar Patel, 
M.Eng. student  

Dhaval started his M.Eng program in the Department 
of Mechanical and Industrial Engineering in September 
2021. Dhaval’s work at the centre is 
focused towards the exploration and application of Machine 
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Name Activity 

Learning algorithms for predictive maintainence. Currently, he 
is working on the development of a GAN, Generative Adversarial 
Network, inspired fault classification model for Wind 
Turbine bearings based on the data provided by the industry 
partner.     

Jeong Cheol Seok, 
M.Eng. graduate 

Jeong Cheol Seok graduated in Summer 2021 as a MEng student in 
Mechanical and Industrial program and he is currently working as 
a machine learning engineer at one of the largest retail companies 
in Canada. During his time at C-MORE, he developed a MLP-
LSTM-MLP architecture for prediction of engine failure in a mining 
site at Chile, achieving 87% recall and 95% precision. Additionally, 
he took on another project that utilizes machine learning algorithm 
to determine the actual wind speed and direction using the LiDAR 
measurement, floating on sea surface. The machine learning model 
result showed great improvement from the benchmarked analytical 
model. 

Pooyan Sharifi, M.Eng. 
graduate 

Pooyan completed his M.Eng program in Industrial Engineering 
with an emphasis in Data Science and Analytics in August 2021. 
During his time at the University of Toronto he completed his 
M.Eng project with CMORE. His project involved the asset 
management and criticality analysis of a medium sized power 
generation facility in the GTA. Pooyan also completed his 
undergraduate degree at the University of Waterloo in Chemical 
Engineering with a specialization in Process Modelling, 
Optimization and Control. He has over two years of experience 
working full-time in power generation as well as experience 
working in other industries including automotive manufacturing 
and the defence industry. The blend of these skills were useful for 
tackling his M. Eng project. Pooyan is currently looking for 
opportunities in Data Science and Analytics in a process/industrial 
setting which best combine his skills and experience. 

Zoha Sherkat Masoumi 
M.Eng. graduate 

Zoha completed her MEng student project on sensor-based 
maintenance for Kinross Gold Corporation. She is aiming to predict 
engine failures for trucks in real mine operating environment with 
the help of sensor readings. She is now a Ph.D. student in 
Mechanical and Industrial Engineering. 

Hazel Shi, M.Eng. 
student  

Hazel is a first year M.Eng student in Mechanical and Industrial 
Engineering with emphasis in data analytics. She is currently 
working on the toy signal generation for the machine learning 
model to detect the faulty state of wind turbine bearings.  

Jahyun Shin, M.Eng. 
graduate 

Lucrece completed her deep learning research project that 
automatically detects and classifies restricted items for an airport’s 
X-ray baggage scanner. She has completed her M.Eng program and 
has since graduated. 
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Name Activity 

Avi Sokol, Ph.D. 
student 

As a flex-time Ph.D. student and a full-time employee, Avi 
continues to research integration of Reinforcement Learning and 
Inventory Control to reduce waste in supply chains and the benefits 
of Reward Decomposition. Avi applied Reward Decomposition in 
Q-learning and SARSA models to solve Inventory Control 
problems. Both models produced the expected results and 
converged to the near-optimal solution. Currently Avi explores the 
application of Reward Decomposition in Deep Q-Learning models. 
In the past 6 months Avi passed his qualifying exam and is 
expected to have first annual meeting in the beginning of 2021.  

Sophie Tian, M.ASc. 
student 

Sophie is a second year M.ASc. student working on the combustion 
signature analysis project in collaboration with the NRC. She has 
been focused on proposing a time series classification model to 
identify fire hazard characteristics. 

Katie Xu, M.ASc. 
student 

Katie is a second year M.ASc. student working on the use of 
machine learning for process monitoring and control in 3D 
printing. In recent months, she has been focused on creating a 
dataset for this purpose. 

Zihan Zhang, M.ASc. 
graduate 

During the past 6 months, Zihan has finished her MASc thesis titled 
Pattern-driven stochastic process for degradation forecasting 
with applications to rechargeable batteries. She attended MIMAR 
conference and gave an oral presentation about her thesis work. 
Besides, the extended paper is under the second review of IEEE 
Transaction on Industrial Informatics. She is now pursuing her 
PhD degree in Industrial Engineering at Georgia Tech. 
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Visits and interactions with consortium members 

and others 
June 2021 – December 2021 

Biweekly throughout National Research Council of Canada 

Sophie Tian, Prof. Chi-Guhn Lee, Nour Elsagan, Yoon Ko, Dexen Xi, Hamed Maaref, Danial 

Khorasanian held research progress update meetings between the fire safety team at NRC and the 

team at the University of Toronto on combustion signature analysis project and safe routing 

project. A progress update will be presented today. 

Weekly from June to August Capital Power 

Janet and Pooyan met with Bill Mercer, Rob Mozzoni, Adrian Martinez and Iain Ogilvie of Capital 

Power to report progress on the criticality project. We completed analysis on component cooling 

water pumps, boiler feed pumps and groundwater pumps. The project transferred to Daisy when 

Pooyan graduated, and the results on the controlvalves will be presented today. 

June 2021  

Ali conducted a 5-day CMRP preparation training program online to a group of asset managers 

from different industries 

June 16, 2021 Kinross 

Vahid, Zoha and Janet met with Theresa Taylor from Kinross to discuss next steps of the machine 

learning case studies project 

June 21, 2021 Titan 

Chi-Guhn and Janet met with Joe Xu, Yinxing Ma and Qiang Zhao of Titan to discuss future 

collaborations with prospective MASc and PhD students. 

June 21-25, 2021  

Chi-Guhn Janet, Ali and Jim Reyes-Picknell delivered a 5-day course on Emerging Technologies 

in Physical Asset Management to Canadian audiences through the School of Continuing Studies. 

June 24, 2021 Kinross 

Vahid, Zoha and Janet met with Emilio Sarno, Theresa Taylor, Mitchell Code and Adrian Eden to 

share results on the machine learning case studies project and to discuss tasks for the end of 

Zoha’s project. 
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June 29, 2021 MIMAR 

Vahid presented a paper titled “A condition-based maintenance policy for a two-unit system 

subject to dependent soft and hard failures: A reinforcement learning approach” at The 11th 

International Conference on Modelling in Industrial Maintenance and Reliability. 

Biweekly from July-Oct 2021 Danish Hydrocarbon R&T Center 

Ziyi Lyu, Janet Lam, Waqas Khalid held regular meetings to discuss feasibility of the developed 

forecasting models (ARIMA-GARCH, regression) for the oil rig’s mechanical emergency 

maintenance daily workloads. The results will be presented today. 

July 2021 MITACS 

Andrew served as a reviewer of Mitacs Accelerate research proposal titled: “Applied intelligence 

for scheduling and dispatching operations in industrial applications”. 

July 8, 2021 UTERC 

Chi-Guhn gave a keynote presentation titled “Markov Decision Process to Reinforcement 

Learning: My Personal Journey” at the U of T Engineering Research Conference. 

July 12, 2021 TTC 

Janet met with Jennifer Lu from TTC to discuss next steps of the linetest and reinspection projects. 

July 16, 2021 Titan 

Chi-Guhn, Janet and Zihan met with Joe Xu, Yinxing Ma, Qiang Zhao, Luffy Zhou, of Titan to 

discuss potential projects for collaboration. 

July 23, Aug 6, Sep 2, 2021 PEMAC 

Andrew attended meetings as a member of the PEMAC Awards committee. 

July 27, 2021 Danish Hydrocarbon R&T Center 

Janet and Ziyi met with Waqas Khalid from DTU to launch the workload forecasting project. 

August 13-15, 2021 SDPC 

Sharareh gave an invited talk titled “Predictive maintenance in the Industry 4.0 context” at the 

IEEE International Conference on Sensing, Diagnostics, Prognostics, and Control, hosted online 

by Harbin Institute of Technology in Weihai China. 

August 18, 2021  

Janet met with Ernesto Primera from Chevron to discuss ways to working together, increasing 

our footprint in Latin America. 

Weekly from September to December Nestle 

Danial Khorasanian, Aloagbaye Momodu, Professor Chi-Guhn Lee, Mike Ma, Celine Sim, Negar 

Taherian, Dhillon Tajinder met to discuss research projects defined in the areas of advertisement 

analysis, forecasting, and image processing. 

Weekly from September to December Unilever 

Danial Khorasanian, Aloagbaye Momodu, Nisarg Patel, Abhi Gandhi, Jing Guo met to discuss the 

forecasting project and the data provided by Unilever. 

August 23-27, 2021  

Chi-Guhn, Janet, Ali and Jim Reyes-Picknell delivered a 5-day course on Emerging Technologies 

in Physical Asset Management to International audiences through the PAMCO. 
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September 2021  

Ali delivered a 5-day training course on CAMA designation preparation. 

Ali delivered a 2-day Life Cycle Costing program, and two 3-day Spare Parts Management 

programs to engineers from Arcelormital Dofasco, and Maple Leaf Canada. 

September 1, 2021 CEA 

Janet met with Dan Gent from Canadian Electricity Association to discuss C-MORE’s role as 

reviewer in their new Reliability Award. 

September 1-4, 2021 Canada-Korea Conference 

Chi-Guhn attended the Canada-Korea Conference in Halifax, NS. There, he delivered a technical 

talk and attended two round-table sessions. 

September 7, 2021 International Business Conferences 

Andrew delivered a webinar titled “Optimizing preventive maintenance, inspection and predictive 

maintenance decisions” at the International Business Conferences, India. 

September 15-December 1, 2021  

Andrew taught the graduate course class MIE 1723 Engineering Asset Management, at the 

University of Toronto. 

September 16, 2021 Kinross 

Vahid met with Emilio and Vatsal from Kinross to discuss the results of a business case study 

project carried out by Zoha, and talked about the need for continuing similar projects. 

September 22, 2021 Telus 

Chi-Guhn and Janet met with Chris Ospina and Kenneth Liang of Telus to discuss ways of working 

together. 

September 22, 2021 University of the West Indies 

Andrew served as an External Examiner for PhD thesis at University of the West Indies titled: 

Multi-Criteria Maintenance Optimization for Improving the Performance of Offshore Production 

Systems. 

September 24, 2021 Kinross 

Chi-Guhn and Janet met with Emilio and Vatsal of Kinross to discuss the potential of longer-term 

projects with students who are assigned for 1 or more years to the project.  

September 29, 2021 PEMAC 

Janet delivered a presentation titled “Minimizing risk of failure under constrained resources: A 

case study with a municipal transit company” at MainTrain 2021 virtual conference. 

September 30, 2021 KORES 

Chi-Guhn delivered a lecture on machine learning technologies for physical asset management at 

Korean Resources Corporation. 

September 30, 2021 Titan Technologies 

Chi-Guhn, Janet, Mohamed met with Qiang Zhao and Joe Xu from Titan to discuss insights about 

the data they have already provided. We gave recommendations for the data format and the 

features they will provide in the future. Finally, we briefly discussed future directions regarding 

signal processing and algorithms for the bearing fault detection problem. Updates on this project 

will be presented today. 
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October 2021  

The article “Optimal replacement, retrofit, and management of a fleet of assets under regulations 

of an emissions trading system” by Rajabian, Ghaleb, and Taghipour. was featured in the October 

issue of Industrial and Systems Engineering Magazine. 

Ali conducted a 5-day CMRP preparation training program online to a group of asset managers 

from different industries 

Ali delivered a 5-day training course on CAMA designation preparation. 

Andrew served as a reviewer for “Optimization of Maintenance Operations at a Local Oil Company 

in Trinidad”, West Indian Journal of Engineering. 

The 3rd Edition of Maintenance, Replacement and Reliability: Theory and Applications, A K S 

Jardine and Albert H C Tsang, CRC Press, was published. 

October 6, 2021 UofT 

Chi-Guhn delivered a seminar on reinforcement learning for the machine intelligence option of 

the Engineering Science Division. 

October 12, 2021 AOMS 

Chi-Guhn and Janet met with Doug Alguire and Kevin Joseph of AOMS Technologies to discuss 

ways or working together. AOMS focusses on fibre optic sensing applications. A potential space 

of collaboration is investigating thermal and mechanical stresses within electrical transformers 

and transmission lines. 

October 14, 2021 UKMOD 

Janet and Siddharth Behal met with Tim Jefferies from UKMOD to discuss project progress and 

key findings to better understand the client requirements. Also, established future milestones in 

terms of relating the output back to input. 

October 28, 2021 Metrolinx 

Janet met with Xavier Hall of Metrolinx to share updates from each organization and to discuss 

ways of working together. 

October 29, 2021 DTU 

Janet met with Jingrui Ge of DTU to discuss future collaboration with the Danish Hydrocarbon 

R&T Center. 

November 2021  

Ali conducted a 5-day CMRP preparation training program online to a group of asset managers 

from different industries 

Ali delivered a 5-day training course on CAMA designation preparation. 

Ali delivered a 5-day Reliability Management course to Socar Chemical in Azerbaijan 

November 15, 2021 WSP 

Chi-Guhn and Janet met with Anna Robak and Will Nash of WSP to discuss a joint proposal 

through the NSERC Mission Alliance program. A proposal was submitted on Nov 30 as a result of 

this discussion. 

November 15-19, 2021 UofT 
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Andrew, Sharareh and Don Barry delivered a 5-day course on University of Toronto’s School of 

Continuing Studies Program: Physical Asset Management. 

November 10, 2021 Canadian & Cold Regions Rail Research Conference 

Sophie Tian presented preliminary results on using machine learning methods to detect fire 

hazard characteristics in freight transportation fires. 

November 17, 2021 Kinross 

Janet and Vahid met with Emilio and Vatsal to discuss more detail on a couple of projects 

identified for the new year. Two of the three proposed projects will be pursued to some degree. 

November 22, 2021 DTU 

Several members of the C-MORE team met with the Danish Hydrocarbon R&T Center to share 

our research programs, and identify potential collaborative projects. Julie Agergaard from DTU 

will be presenting her research today as a product of these conversations. 
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C-MORE publications and presentations in 2021 
 

Journal and conference papers published or accepted 

[1] Aboussalah, A., Xu, Z. and Lee, C.-G., “What is the Value of the Cross-Sectional Approach to 

Deep Reinforcement Learning?” Quantitative Finance, forthcoming, 2021 

[2] Arasteh, M., Alizadeh, S., and Lee, C.-G. “Gravity Algorithm for the Community Detection of 

Large-scale Network,” Journal of Ambient Intelligence and Humanized Computing, (DOI 

10.1007/ s12652-021-03374-8), 2021 

[3] Asadayoobi N., Jaber M., and Taghipour S. “A new learning curve with fatigue-dependent 

learning rate.” Applied Mathematical Modeling. V. 93: 644-656, 2021.  

[4] Azimpoor S. and Taghipour S. “Joint Inspection and Product Quality Optimization for a 

System with Delayed Failure.” Reliability Engineering & System Safety. V. 215, 107793, 2021. 

[5] Azimpoor S., Taghipour S., Farmanesh B., and Sharifi M. “Joint Planning of Production and 

Inspection of Parallel Machines with Two-phases of Failure.” Reliability Engineering & 

System Safety.  V. 217, 108097, 2022. 

[6] Babatunde H.G., and Lee, C.-G., “A Marginal Log-Likelihood Approach for the Estimation of 

Discount Factors of Multiple Experts in Inverse Reinforcement Learning,” The 2021 

IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2021), 

September 27 - October 1, 2021 

[7] Babatunde H.G., and Lee, C.-G., “Discount Factor Estimation in a Model-Based Inverse Rein- 

forcement Learning Framework,” the 2nd Workshop on Bridging the Gap between AI 

Planning and Reinforcement Learning (PPL) during ICAPS (The International Conference on 

Automated Planning and Scheduling) 2021, August 2021. 

[8] Barazgan-Lari M. and Taghipour S., “A Data Mining Approach for Forecasting Machine 

Related Disruptions.” Proceedings of the Annual Reliability and Maintainability Symposium, 

2021. 
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[9] Barazgan-Lari M., Taghipour S., and Habibi, M., “Real-Time Contamination Zoning in Water 

Disrtibution Networks for Contamination Emergencies: A Case Study.” Environmental 

Monitoring and Assessment. V. 193 (6): 1-22, 2021. 

[10] Barazgan-Lari M., Taghipour S., Zaretalab A., Sharifi M. “Production scheduling optimization 

for a parallel machines subject to physical distancing due to COVID-19 pandemic.” 

Operations Management Research. Accepted on November 3, 2021 

[11] Eslami Baladeh A. and Taghipour S., “Dynamic k-out-of-n System reliability under uncertain 

conditions: A stochastic programming approach.” Proceedings of the Annual Reliability and 

Maintainability Symposium, 2022. 

[12] Ghaleb M., Taghipour S., “Real-time production scheduling with random machine 

breakdowns using deep reinforcement learning.” Proceedings of the Annual Reliability and 

Maintainability Symposium, 2021. 

[13] Ghaleb M., Taghipour S., Zolfagharinia H. “Real-time integrated production-scheduling and 

maintenance-planning in a flexible job shop with machine deterioration and condition-based 

maintenance.” Journal of Manufacturing Systems. V. 61, 423-449, 2021 

[14] Gimelfarb, M., Barreto, A., Sanner, S. and Lee, C.-G., “Risk-Aware Transfer in Reinforcement 

Learning using Successor Features,” Advances in Neural Information Processing Systems, 

Dec 6-14, 2021. 

[15] Gimelfarb, M. Sanner, S. and Lee, C.-G., “Bayesian Experience Reuse for Learning from 

Multiple Demonstrators,” International Joint Conference on Artificial Intelligence (IJCAI) 

2021, Montreal, August 21-26, 2021. 

[16] Gimelfarb, M. Sanner, S. and Lee, C.-G., “Contextual Policy Transfer in Reinforcement 

Learning Domains via Deep Mixtures-of-Experts,” Conference on Uncertainty in Artificial 

Intelligence, Online, July 27-30, 2021. 

[17] Huchuk, B.; Sanner, S.; and O'Brien, W. “Development and Evaluation of Data-driven 

Controls for Residential Smart Thermostats.” Energy and Buildings,111201. 2021. In press. 

[18] Huchuk, B.; Sanner, S.; and O'Brien, W., “Evaluation of Data-driven Thermal Models for 

Multi-hour Predictions using Residential Smart Thermostat Data.” Journal of Building 

Performance Simulation. 2021. In press. 

[19] Jeong, J.; Jaggi, P.; and Sanner, S., “Symbolic Dynamic Programming for Continuous State 

MDPs with Linear Program Transitions.” In Proceedings of the 30th International Joint 

Conference on Artificial Intelligence (IJCAI-21), Online, 2021. To appear. 

[20] Khaw, Y. M.; Jahromi, A. A.; Arani, M. F. M.; Sanner, S.; Kundur, D.; and Kassouf, M. “A 

Deep Learning-Based Cyberattack Detection System for Transmission Protective Relays.” 

IEEE Transactions on Smart Grid. 2021. In press. 

[21] Lam, J, “Minimizing risk of failure under constrained resources: A case study with a 

municipal transit Company.” MainTrain 2021 Conference, virtual, Sep 28-29, 2021. 

[22] Lyu, S.; Rana, A.; Sanner, S.; and Bouadjenek, M. R., “A Workflow Analysis of Context-driven 

Conversational Recommendation.” In Proceedings of the 30th International Conference on 

the World Wide Web (WWW-21), Ljubljana, Slovenia, 2021. To appear. 
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[23] Mai, Z.; Li, R.; Jeong, J.; Quispe, D.; Kim, H.; and Sanner, S., “Online Continual Learning in 

Image Classification: An Empirical Survey.” Neurocomputing. 2021. Accepted. 

[24] Mizan T. and Taghipour S. “A Causal Model for Short-Term Time Series Analysis to Predict 

Workload.” Journal of Forecasting. Vol. 40 (2): 228-242, 2021. 

[25] Najafi, S, Zheng, R. and Lee, C.-G., “An Optimal Opportunistic Maintenance Policy for Two-

unit Series System with General Repair using Proportional Hazard Models,” Reliability 

Engineering and System Safety, Vol. 215, November, 2021. 

[26] Olson, A. W.; Calderon-Figueroa, F.; Bidian, O.; Silver, D.; and Sanner, S., “Reading the City 

through its Neighbourhoods: Deep text embeddings of Yelp reviews as a basis for determining 

similarity and change.” Cities, 110: 103045. March 2021. In press. 
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Predictions of emergency mechanical workloads 

on oil rigs in the North Sea based on ARIMA-

GARCH and Facebook Prophet models 
Ziyi Lyu, Janet Lam, Waqas Khalid 

Introduction 
Nowadays, optimizing limited resources has become a rising concern under the fast 

development of the global economy. The Danish Hydrocarbon Research and Technology Center 

of the Technical University of Denmark has launched a research project regarding forecasting 

the mechanical maintenance workers’ workloads regarding the emergency work orders of the 

Maersk oil company. Predicting the future workloads and required capacity (the number of 

workers needed) plays a significant role in resources (human, machine) management, 

scheduling and maintenance. This paper will discuss several potential forecasting models 

developed in R and Python environments regarding the time series provided by the company 

and future improvement of the models. 

Model Development 

1. Data Preparation 

The historical dataset for the CM work centre (generates emergency work orders) is selected and 

distributed from 2018.01.01 to 2020.02.15. The historical records before or beyond this 

specified time might not contribute to the development of the forecasting model because the 

company experienced an immense change in its SAP system. Furthermore, the work orders with 

more than 400 work hours are removed from the original dataset (before distribution) because 

the un-expecting long work duration might be due to human input errors and historical 

scheduling problems.    

  

2. Data Analysis 

2.1.   Stationality  

It is necessary to perform stationality checking tests of the time series before developing the 

models. The Augmented Dickey-Fuller (ADF) and Kwiatkowski-Philips-Schmidt-Shin (KPSS) 
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tests are conducted to determine the stationality of the time series. The historical records are 

stationary and do not require any transformations. Results of the tests can be seen in Table 1. 

 

Table 1: Results from ADF and KPSS tests 

3. ARIMA Model 

The ARIMA forecasting model is a common forecasting technique for time series. The model 

requires three parameters: p, d, q. Parameter p stands for the number of lagged observations 

(autoregressive coefficient), q is the number of lagged forecasted errors (moving average 

coefficient)[1][2]. Parameter d stands for the number of differencing orders needed to transform 

time series from non-stationary to stationary. From stationality testing results, the time series is 

stationary. Thus, d should be set to 0 in the model. The other parameters are determined 

through correlations graphs (auto-correlation (ACF) and particle auto-correlation graphs 

(PACF)) and grid search methods. 

 

3.1  ACF, PACF and Parameter Grid Search  

From Table 2, the time series does not have a clear trend and seasonality.  

 

Table 2: Time series plot of the mechanical maintenance emergency work orders hours  

The correlation graphs can be used to determine the range of the model parameters. The 

potential candidates of p are set to [0,1,2] from the ACF graph with the considerations of 

program runtime and efficiency. Similarly, as parameter p, the range of q is set to [0,1,2] for 

further investigation.  

The time series is split into training and testing datasets to check the validity of each ARIMA 

model. The training dataset includes the first 80% (621 days) of the historical records, while the 

testing dataset includes the rest 20% of the data (155 days). 
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The optimal model is selected based on two evaluation metrics: mean absolute error (MAE) and 

root mean squared error (RMSE). The metrics are calculated based on in-sample forecasts 

produced by each model against the testing dataset. The metrics performance results are listed 

in Table 5. From the testing results, the ARIMA(2,0,2) fits the time series best among all the 

ARIMA models. The in-sample forecasting results comparison of the optimal ARIMA model 

against the testing dataset is shown in Table 6. 

 

 

Table 3: ACF of the time series 

 

Table 4: PACF of the time series 

 

Table 5: Evaluation metrics results of the time series 

 

Table 6: In sample forecast of ARIMA(2,0,2) against testing dataset 

 

3.2 Out of  Sample Forecast 
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The ARIMA(2,0,2) failed to mimic the volatility of the historical data when making predictions 

of the future two years (730 days). Thus, a superior forecasting model is needed for forecasting 

the behaviour of the time series.  

 

Table 7: out of  sample forecast of ARIMA(2,0,2) for the next 730 days of the workloads 

 

Table 8: out-of- sample forecast of ARIMA(2,0,2) for the next 730 days of the required 

capacity (number of mechanical maintenance workers needed) 

4. ARIMA-GARCH Model 

4.1 Parameter Determination 

The generalized AutoRegressive Conditional Heteroscedasticity (GARCH) model is widely used 

for predicting the volatility of the time series. It takes the ARIMA model residuals to simulate 

the time series variance. From Table 9, the residuals of the ARIMA(2,0,2) model is volatile, 

which can be modelled to increase the forecasting accuracy or the of the time series. 

 
Table 9: Residual plot of the ARIMA(2,0,2) model 
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The combination of the two models can be applied to the time series simultaneously to the time 

series in the R’s rugarch package. There are two parameters for the GARCH model: p and q. 

Parameter p is an autoregressive component that considers the effect of residuals from previous 

timestamps [3]. Parameter q is a moving average coefficient, considering the impact of prior 

variance [3]. The ACF and PACF graphs of squared residuals in Table 10 helps to determine the 

p and q of the GARCH model. Considering the computation time of the GARCH grid search 

developed in R, the ranges of p and q are both set from 0 to 9. From Table 10, when lags are 

equal to 20, the spikes are out of the band for both PACF and ACF plots. Thus,  the combination 

of p and q equal to 20 are parameters candidates.  

Akaike Information Criterion (AIC) is the evaluation metric for GARCH model selection. The 

model with the lowest AIC score will fit the time series superior to others [4]. From the output of 

the methods, GARCH(1,2) model has the lowest AIC score (8.920981) with the assumption of 

the standardized residual follows a normal distribution [5]. 

 

Table 10: ACF and PACF plots of the squared residuals produced by the ARIMA(2,0,2) model 

However, from the Shapiro and Jarque-bera tests results shown in Table 11, the null hypothesis 

of the normal distribution is rejected. Moreover, the histogram of the residuals indicates that the 

residual is right-skewed and has a fatter tail. Thus, t or skewed student t distributions (sstd) fits 

the shape of the residuals better. Among all the models, GARCH(1,4) with sstd distribution has 

the lowest AIC score (8.141846). 

 

 
Table 11: Normality test results Table 12: Residual Histogram 
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4.2 Model Evaluation  
The GARCH roll method is used to backtest the specified ARIMA(2,0,2)-GARCH(1,4) with the 

sstd distribution model against the historical testing dataset as specified in the previous section. 

The in-sample forecasting horizon is 155 days. The moving window for the rolling estimation is 

180 days. From the evaluation results of MAE and RMSE in Table 12 and the in-sample forecast 

plot in Table 13, the developed ARIMA(2,0,2)-GARCH(1,4) model fits the time-series better 

than the ARIMA(2,0,2) model.  

4.3 Out of Sample Prediction 
However, the GARCH roll forecasting method is only applicable for forecasting one step ahead 

of the time series. The GARCH bootstrap method can make out of sample forecasting with the 

considerations of the performance of the time series and its volatility. The GARCH boot uses the 

training dataset as inputs to learn the behaviour of the historical data and the hybrid solver to 

avoid the case when the program reports failing to coverage warnings. 

There are two primary sources of uncertainty about n.ahead (forecast horizon) forecasting from 

GARCH models: one is from estimating the future density, and the other is due to parameter 

uncertainty [6]. The bootstrap method is based on resampling standardized residuals from the 

empirical distribution of the fitted model to generate future realizations of the series and sigma 

[6]. The partial method is chosen to consider the distribution uncertainty to avoid the expensive 

and lengthy parameter distribution estimation. The n.bootpred indicates the number of samples 

used to make every out of sample forecast. In this paper, the n.bootpred is set to 180 days, and 

n.head is 730 days (two years). The forecasting results (left of the horizontal bar) of the GARCH 

boot method can be found in Table 14. The correspondent required capacity is shown in Table 

15. 

 

Table 13: MAE and RMSE results of ARIMA(2,0,2)-GARCH(1,4) with sstd 

 

Table 14: GARCH roll in sample forecast result (red) against testing dataset (blue) 
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Table 15: Next two years forecast results of the GARCH boot with historical data 

 

Table 16: Required capacity for next two years according to the forecasted workloads 

5. Future Steps  

Besides the presented models, there are certainly superior models that are more practical to use 

under actual circumstances. For example, the Facebook Prophet model allows the user to add 

extra regressors such as weather conditions, holiday effects to the model. Moreover, the 

combinations of ARIMA and machine learning methods can take care of both the linear and 

non-linear pattern in the historical data.  
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Key Performance Indicators within the Mining 

Industry’ Progress Report 
Gabriel Marisanu, Blair Cui 

Initial problem statement 

For the mining industry, the library of KPIs has not kept up with data that has become 

increasingly available through digitization, and there is currently a communication 

disconnection between maintenance teams and strategic leadership. As a consequence, 

maintenance leaders have a difficult time demonstrating the added value that maintenance 

activities create with an organization. Therefore, leading to challenges in securing the resources 

required for things such as continuous improvement projects. Through developing a new KPI 

framework and toolset to evaluate performance, our team’s objective is to directly link the 

maintenance activities of an organization to a strategic goal that is being targeted by senior 

leadership and shareholders. Hence, demonstrating the strong link that exists between 

maintenance performance and the overall organization's performance.  

Research completed to date 

We have researched and analyzed journal articles and academic papers, to better understand the 

current state of the mining industry. Based on this initial analysis, we were able to draw a couple 

of conclusions as follows.  

I) Maintenance is an essential part in the mining industry, which accounts for 20-50 % of 

the production costs within the organizations. Reducing maintenance expenditure will 

contribute more profits than increasing sales.  

II) Maintenance teams within the mining industry are relying a lot on lagging KPIs to 

evaluate performance. Although there is a lot of data being generated by the equipment 

within this industry, this information is not being leveraged efficiently. Also, for the 

special characteristics of the mining industry, the existing KPIs are often better suited to 

manufacturing contexts. 

III) The communication gaps between strategic management and maintenance teams 

within mining organizations, does not entirely stem from a lack of updated performance 

evaluation tools. Organizations must develop a framework, where high level strategic 
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goals are broken down by functional groups in order for the various key players within 

the organization to agree on the permanence metrics that must be pushed to achieve the 

strategic goals. 

IV) Additionally, we further investigated the OEE metric that is widely used in the 

industry, listed pros and cons associated with this. So that we can learn from the 

previous experience, try to avoid the limitations, and keep the merits in our future 

designing process.  

Research goals for the upcoming presentation 

For the next phase, and the upcoming presentation, we will search for the annual reports for 

each organization that are a part of the C-MORE consortium, and by reviewing the annual 

reports, identify the high level strategic goal for these organizations Kinross, Lundin Mining, 

Suncor, Cameco, Exxon mobil: 

I) We will then transform this strategic goal into a quantifiable framework of KPIs that 

can be implemented at each of the hierarchical levels within the organization. 

II) Look up the related papers and datasets about the KPIs of each organization currently 

using, evaluate them within each level of the organization. We will conduct a comparison 

through exploratory analysis, between the KPIs that are currently used in industry and 

new alternatives that may be available. An emphasis will be placed on leveraging 

machine learning or data science methodologies to implement more predictive KPIs, as 

opposed to the lagging indicators currently used. 

III) During Gabriel’s time as an Energy and Sustainability associate, he had the 

opportunity of working with the Engineering Operations team at Cadillac Fairview to 

develop a KPI framework used to achieve the organization’s strategic goal of being an 

industry leader in energy management and tenant comfort. We will use the data from 

this project as a case study to provide the members of the consortium with an overview 

of the direction that we would like to take this research project in, additionally this will 

provide a great opportunity to generate a discussion with the members of the consortium 

at the end of the presentation. 
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Vehicle Performance Analysis & Prediction using 

Machine Learning 

Siddharth Behal 

 
 

Introduction 

With the advent of advanced computational machines and reliance on higher quality standards 

in manufacturing, capability to optimize the performance of products has already become an 

important aspect in the current scenario. Additionally, when we consider the critical nature of 

work expected out of military vehicles on which soldier’s lives depend, it becomes even more 

important to carefully monitor their performance and recommend changes before a critical 

failure could be encountered. This project aims at modelling the performance of a given vehicle 

using its historical data, current operational parameters, and environmental conditions for 

remaining useful life prediction and linking it back to the controllable user settings to extract the 

maximum life out of the vehicles. Here, remaining useful life indicates the expected lifetime 

where the probability of failure is quite low. 

Dataset 

The dataset utilized for this study was provided by CMAPSS (Commercial Modular Aerospace 

Propulsion System Solution) developed by NASA to generate data for propulsion systems. It was 

a multi-variate time series data. This simulated data gives a good representation of our problem 

where twenty-one sensor measurements are included for more than 100 turbofan engines 

running for n- number of cycles until a failure is detected. The failure mode for our dataset was 

due to a singular cause that is HPC(High-Pressure Compressor Stage) degradation. There were 

three operational settings which provides close resemblance to the controllable parameters for a 

given vehicle and which could be later utilized for linking the RUL. A sample shot of the data is 

presented below after sorting it through and converting into a csv file which could be used for 

training the machine learning algorithms. 
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Fig.1 Sample Data 

Here the unit number represents the engine number while the cycles represent the time 

parameter which portrays the age/life of the engine. 

Methodology 
The methodology employed for performing this study was as follows: 

1. Data Preparation – In order to utilize data for the research purposes, we needed to 

convert it into labelled data as there were no labels in the raw data provided by CMAPSS 

which would have required unsupervised learning algorithms. However, in order to 

avoid unnecessary complexity, data was labelled using appropriate headers based on the 

text file attached with the data files. The next part of data preparation was to split the 

data into train and test data to be utilized for training and validating different machine 

learning algorithms.  

2. Model Selection – Once the data was manipulated, multiple algorithms were tried and 

tested to predict the remaining-useful life of the engines. The models were trained and 

validated against test data. Also, they were compared using the two main metrics of 

performance, i.e., mean absolute error and mean-squared error for regression analysis. 

3. Tuning the Hyperparameters – On selecting a suitable model, the next step was to 

tune the hyperparameters of the model to extract the best results from the model without 

over-fitting or under-fitting. This required careful selection of rolling window size in the 

case of similarity-based models and number of estimators, max depth and others in the 

case of random forest. 

4. Linking the Input parameters – Since our end goal was to link the remaining useful 

life back to the input control variables, the approach chosen to complete this step 

included developing a separate relationship between the output variable (Health 

Indicator) and the input variables (Operational Settings). This relationship was attained 

using a random forest model which was again tuned using the same approach mentioned 

above. 
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Fig.2 Study Methodology 

Similarity Based RUL Model [Selected Model Description] 
Similarity based RUL model was developed using an additional parameter derived from all the 

important features of the model. Feature extraction was done to minimize the number of 

variables on which this parameter would depend. The selection procedure of these parameters 

involved finding the Trendability score of each sensor with the increasing number of cycles. 

Parameters with values lower than 0.2 were ignored owing to the fact that their contribution to 

the deteriorating health of the engine would have been insignificant. 
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Fig.3 Feature Selection using Trendability scores 

This additional parameter is named as the ‘health indicator’(HI) which accounts for the 

variation in all selected sensor measurements. To find this parameter, first a linear model was 

fitted to the deteriorating total life of the engine in the test data and all selected features which 

were having Trendability score above the mentioned threshold value. Once the model 

coefficients were obtained, they were multiplied by each corresponding parameter value to 

generate a more sophisticated health indicator encompassing the effect of all parameters as 

shown in the figure below. 

  
Fig.4 Old HI vs New HI incorporating the effect of all selected parameters 
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However, since the data contained a lot of variations, the health indicator required noise 

cleaning with the help of rolling window technique where the data from previous specified cycles 

were used to minimize the overall variations. Larger variations were causing the model to fit at 

much higher-order polynomials and then also it would overfit. Therefore, this technique helped 

overcome all such issues. The selected window size was 9 for this study. 

 

 

Fig.5 Smoothened HI variations w.r.t. number of cycles 

On obtaining the smoothened health indicator curves for all engines, we fitted a second order 

polynomial to predict health indicator as direct function of number of cycles. This accounted for 

the effect of age on health indicator. 

 

Where, y is health indicator and x are number of cycles 

   

Fig.6 Sample Coefficients for the polynomial and Fitted curve 
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After generating these models, the next step was to calculate the remaining useful life on the test 

data. The technique utilized here was similarly implemented on the test data to obtain 

relationship between the health indicator for the test engines and the number of cycles they have 

been used. Since the test data had engines at some intermediate stage where they were 

operational, the health indicator value represented the current state of the engine. The final step 

was to compare those models with the train data models and find the 10 most similar engine 

models in the train dataset. Later their averaged total life was used to calculate the remaining 

useful life of the engine by subtracting the current life of the engine from the averaged value. 

        

Fig.7 Similarity index evaluation for different models and visualizing 10 most similar to Engine 3 

 

The outcome of the RUL for all engines in the test data was compared to the original RUL and 

depicted in the figure below. 

 

Fig.8 True and Predicted RUL vs Engine Number -  From Similarity Based Model 

To complete the last objective of the methodology, we utilized random forest algorithm to link 

the evaluated HI with the operational settings to generate recommendations for the user. These 

recommendations could include the range within which the health indicator could improve for 

the given engine and essentially its RUL as well. The random forest model resulted in good 

agreement with operational setting of the test data for a given health indicator value. This step 



47 
 

was completed by tuning the hyperparameters with the help of grid search function and resulted 

in a MAE  of 0.041 and MSE of 0.002.  

Results 
The reason for selecting this model in comparison to other is shown below in the form of a table 

where the performance metrics MAE and MSE are compared for all the tested models. Since this 

model was giving superior results, it was finally selected to proceed further with the objective of 

linking HI and input user-controlled inputs which were the two operational settings in our case. 

Table 1 Comparison of different Models for RUL prediction 

Model 
Mean Squared Error 

(MSE) 

Mean Absolute Error 

(MAE) 

Random Forest 3179.90 49.34 

Linear Regression 2747.63 44.35 

Logical Regression 2454.39 40.50 

Similarity Based Model 638.94 18.62 

The results from the scatterplot of random forest model implemented after obtaining HI from 

similarity-based RUL model is presented below which is a clear indication of the successful 

modelling. 

 

     

Fig.9 Results from Random Forest Regression on Operational setting 1 and 2 w.r.t. HI 

 

Hence, the final solution to the above problem could be stated in the form of the following steps: 
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1. Train the model from the historical available data from various sensor measurements 

accounting for engine health and environmental conditions along with the user 

operational settings for controllable parameters. 

2. Use this model as a frame of reference for a particular fleet of similar vehicles to predict 

their RUL by just evaluating its current health indicator value and its trajectory recorded 

at multiple maintenance junctions along its lifecycle. 

3. On obtaining the RUL and current HI, we can recommend the changes in operational 

settings to get a desired RUL from the vehicle such as if required to complete a certain 

mission with fixed deliverables. 

4. Additionally, these same recommendations could also lead to evaluating the time periods 

where we certainly require maintenance to improve the health indicator and effectively 

its RUL.  
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Pilot implementation of the carrier aircrafts 

spares optimization problem 
Varun Chikkakuragodu Ananda Rao, C-MORE MEng student 

Dragan Banjevic, C-MORE consultant 

Background 
The problem of the spares optimization for the carrier aircrafts was initiated by Tim Jefferis in 

June of 2020 in a discussion with Janet Lam. Dragan Banjevic investigated possible approaches 

to the problem and produced a report that describes practical requirements and constraints, as 

well as an approach to solution. Details can be found in the C-MORE December 2020 Meeting 

Report. In spring of 2021 it was decided to continue with the project by creation of a pilot 

implementation. C-MORE MEng student has been assigned to work on the implementation, with 

Dragan’s support.  

The problem can de described, in brief, as follows. 

1. We have to decide what spares to take onto the Carrier to support the embarked aircraft for 

the mission time in terms of flight hours, availability, reliability, etc. 

2. Components fail at random so the required numbers cannot be predicted with certainty. The 

components cannot be repaired during mission time so they should be stored in some 

quantities. Consumable components that are replaced on regular basis are separately 

considered and are not included in the problem. 

3. There is a possibility for replenishment of some components during mission time using fly ins, 

depending on the components’ sizes. Bulky components cannot be replenished. 

4. Every component takes some storage space. The total storage space is limited. Some other 

constraints can be considered, such as cost. In the current work we consider the storage 

limitation as the only constrain. 

5. Some components can be cannibalized. 

 

Mathematical model (following December 2020 report) 
1. The carrier embarks 𝑛 aircrafts that will go on flying missions on time to time. Every flying 

mission (sortie) requires 𝑘 operational aircrafts, 𝑘 ≤ 𝑛, at any time during total mission time 

𝑡 = 𝑇 (total time for all missions). 
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2. Every aircraft requires 𝑀 replaceable nonrepairable components (component classes) to be 

able to fly. The components fail at random, with constant failure rates (per hour) 𝜆1, 𝜆2, … , 𝜆𝑀. 

We assume that all components are different and that we need one of each. If more than one 

component of the same class is needed (e.g., on the left and right wing), we can consider it as 
a single component with doubled failure rate. In that sense, we consider an aircraft as a series 

system with 𝑀 different components. We also assume that failures of different components 

are independent. 
3. We first classify components by replenishment levels, that is, by time intervals in which they 

cannot be replenished. E.g., bulky components cannot be replenished through the total 

mission time 𝑇, except at the beginning of the mission. If, for example, the part of the stock 

can be replenished two times during the entire mission, making each replenishment interval 

of length 𝑇/3 (we assume that replenishment takes place at the beginning of an interval). The 

intervals need not be of the same length. Thus we would have two replenishment levels, one 

with the single interval, and the other with three replenishment intervals [0, 𝑡1), [𝑡1, 𝑡2), [𝑡2, 𝑇). 

All components that have the same replenishment strategy belong to that replenishment level.  

Let for a component in level 𝑖, replenishment interval lengths are 𝑡𝑖1, 𝑡𝑖2, …, with ∑ 𝑡𝑖𝑗𝑗 = 𝑇.  

4. Assume we have L replenishment strategies/levels 𝐴1, 𝐴2, … , 𝐴𝐿  and that every component 

belongs to one of them. Let 𝑡𝑖1, 𝑡𝑖2, …  are replenishment intervals lengths for level 𝑖. Denote by 

𝑎𝑖𝑗 the component 𝑗 belonging to level 𝑖, or 𝑎𝑖𝑗 ∈ 𝐴𝑖, and by 𝜆𝑖𝑗 its appropriate failure rate. Let 

𝑚𝑖𝑗𝑙 , 𝑚𝑖𝑗𝑙 ≥ 0 is the number of stocked units of the component 𝑎𝑖𝑗 in an interval of length 𝑡𝑖𝑙.  

5. Let the total storage space is 𝐶. Assign fixed storage space 𝐶𝑖, ∑ 𝐶𝑖𝑖 = 𝐶 to level 𝑖. If one unit of 

the component 𝑎𝑖𝑗  requires space 𝑐𝑖𝑗  for storage, than at the replenishment point of the 

interval 𝑡𝑖𝑙 the occupied space is  ∑ 𝑐𝑖𝑗𝑚𝑖𝑗𝑙𝑗 , with constrain ∑ 𝑐𝑖𝑗𝑚𝑖𝑗𝑙𝑗 ≤ 𝐶𝑖 for every 𝑙. It means 

that at every replenishment point we have up to 𝐶𝑖  space available. The storage space 

constraints can be combined with constraints on the stock cost and handling, penalty for 
missing stock, etc., but we will not discuss it here.  

6. Our objective is to find stock  {𝑚𝑖𝑗𝑙}  and stock boundaries 𝐶𝑖  that maximize the overall 

reliability 𝑅 = ∏ 𝑅𝑖𝑖  of the stock under the constrains  ∑ 𝑐𝑖𝑗𝑚𝑖𝑗𝑙𝑗 ≤ 𝐶𝑖, 𝑖, 𝑙 = 1,2, … . 

Optimization algorithm 
1. In our approach to optimization in 6. above, we can proceed in two steps. First, we find the 

optimal stock {𝑚𝑖𝑗𝑙} that depend on fixed storage boundaries {𝐶𝑖} , and then optimize the 

storage boundaries {𝐶𝑖} under the condition ∑ 𝐶𝑖𝑖 = 𝐶. For the first step, the optimization is 

reduced to separate optimizations for every time interval 𝑡𝑖𝑙, with just one condition: for 

given (𝑖, 𝑙) find {𝑚𝑖𝑗𝑙} that maximizes 𝑅𝑖𝑙 = ∏ 𝑅𝑖𝑗𝑙(𝑚𝑖𝑗𝑙)𝑗  under the constrain ∑ 𝑐𝑖𝑗𝑚𝑖𝑗𝑙𝑗 ≤ 𝐶𝑖. 

In reality, we would not expect more than two or three boundaries 𝐶𝑖, so the second step 

would not be a big problem. 

2. Method 1. The dimensionality of the problem (the number of components) can be large (as 

is it in this real study) and can affect the calculation. It can be reduced significantly by 

grouping of components that take similar space inside single level. Even, as a starting point 

of the calculation, we can assume that the stock sizes for a component is proportional to its 

failure rate – larger the failure rate, larger the stock. If 𝑚𝑖𝑙 = 𝑚𝑖 is the total stock size for 

interval l in level i we can take 𝑚𝑖𝑗𝑙 ≈
𝜆𝑖𝑗

∑ 𝜆𝑖𝑗𝑗
𝑚𝑖, and then calculate 𝑚𝑖 from the condition 

∑ 𝑐𝑖𝑗𝑚𝑖𝑗𝑙𝑗 ≈ 𝐶𝑖, or 𝑚𝑖 ≈
∑ 𝜆𝑖𝑗𝑗

∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑗
𝐶𝑖, thus using actual storage sizes 𝑐𝑖𝑗. Then, 𝑚𝑖𝑗𝑙 ≈

𝜆𝑖𝑗

∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑗
𝐶𝑖. 

In this approach, stock sizes do not depend on 𝑙 (time intervals 𝑡𝑖𝑙), but on available space 𝐶𝑖. 
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After using those initial values 𝑚𝑖𝑗𝑙
0 , we can find initial values 𝐶𝑖

0 by minimizing in 𝐶𝑖. This 

method (“Method 1”) uses predetermined (user given) storage spaces for each level. 

3. Method 2. In this method we use a formula to calculate storage spaces for each level, given 

total storage space C. Then we calculate stock sizes for components using formulas from 

Method 1. Single component j from level i would need storage space per time unit 𝑐𝑖𝑗𝜆𝑖𝑗 (to 

fulfill demand), so the total space demand at level i is ∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑗  (sum over all components in 

level i), and for all levels is ∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑖,𝑗 .  We can calculate the initial level storage 𝐶𝑖 as 

proportional to its demand out of the total, or  𝐶𝑖 ≈
∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑗

∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑖,𝑗
𝐶 , and then we can calculate 𝑚𝑖 

as before, 𝑚𝑖 ≈
∑ 𝜆𝑖𝑗𝑗

∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑗
𝐶𝑖 =

∑ 𝜆𝑖𝑗𝑗

∑ 𝑐𝑖𝑗𝜆𝑖𝑗𝑖,𝑗
𝐶.  

4. So, we have two types of stock sizes for levels. Method 1: Given (predetermined) stock sizes, 

and Method 2: Calculated stock sizes using the formula from 3. The final method (“Method 3 

–optimal”) will be the optimal one, when we optimize the reliability of the stock, given the 

total stock size C. This method is currently under development. We can do optimization for 

components in every level for given stock sizes for levels, if they are fixed, and the overall 

optimization of levels stock sizes and components inside, if the level stock sizes are not fixed. 

Pilot implementation 
For pilot implementation we use Excel, to demonstrate ideas presented above. Real 
implementation would require more advanced tools, including a user-friendly interface and 
ability to handle a large amount of calculation/optimization. The Excel implementation use six 
pages, first three providing input data, and last three, outputs for different methods of calculation. 

Cover page 

This is the first page that the user sees. This page includes the cover page which includes quick 
links to input data, components inventory, level information and output sheets. This sheet also 
provides an overview of the components inventory section.  

Basic information 

Screenshot shows an example of basic information sheet. This sheet includes primary input 
details that is required for the optimization such as the number of aircrafts embarked for the 
mission, mission time, total number of components per aircraft, total number of replenishment 
levels and total storage space available on the carrier. This page again includes quick links to other 
pages. 

Components inventory 

This screenshot is the components inventory page. This table includes the component name, 

component number, replenishment level, failure rate, number of components, storage space of 

each component, storage space for each level and cannibalization. The user can input the data in 

this table and once done, the output is calculated. It also shows the number of inventory items 

that the user has entered and the total stock size of the components on the top right of the page.  
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Figure 1 Cover page 

 

Figure 2 Basic information 

 

 

Figure 3 Input data 
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Figure 4 Components inventory 

Level information 

This section belongs to the replenishment level information page. In this page the user inputs the 

different interval information. The interval information is nothing but the time at which 

components of each level is to be replenished. This information is crucial for the calculation of 

stock sizes and subsequent optimisation of the storage.  

 

Figure 5 Level information 

Stock size output - predetermined storage 

This is the first output page. This sheet summarises all the input data with its corresponding 

output information. Most important information that is depicted is the total stock size. Total stock 

size is the sum of stock sizes of each component in each replenishment level. Initially, the table is 

presented in a consolidated view. If the user wishes to see output of each component, dropdown 

option in the replenishment column can be used.  
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Stock size output – Calculated storage boundary 

This is the Second output page includes calculated storage boundary in comparison to given 

storage boundary. Based on the calculated storage boundary, new total stock size for each 

component and each replenishment level is computed. This total stock size can be compared to 

the stock size calculated using given data. 

 

Figure 7 Calculated storage boundary 

Stock size output – optimised 

In the third output page, the table includes optimized space calculated using the reliability 

formula. This optimized space can further be used to calculate optimized stock size for each 

component and replenishment level. However, this step of the output section has to be 

implemented. Below screenshot of the output table shows the expected output table design after 

the calculations. 

Level 

no. 
Component 
under the level 

Assigned 

storage 

Figure 6 stock size - predetermined storage 

Space calculated  
Given 

space 
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Figure 8 Optimized stock size 

Optimisation Algorithm 

We consider gradient decent algorithm for the purpose of optimising the space allotment for the 

components.  

Consider single time interval of length t on a single level, with a constraint on storage space 

Cup . Consider N components with failure rates 1, 2 ,...,N . If there are several equal 

components, ni , failure rate is used for the group as  i = nii  .   Total reliability for all 

components is R = R( x) =  Ri (xi ) , and total storage space occupied is  C = C( x) = ci xi  , x = 

(x1, x2 ,...,xN ) . 

We use max of g(x) – gradient function to determine the optimal case.  

 

 

 

 

g(x) is dependent on the reliability function (R), where: 

 

 

 

  

Optimized 

space 

Given 
space 
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To consolidate al the optimisation steps into a simple flow chart, consider this: 

 

Sensitivity analysis 

Mission time interval 

Reliability and space used are proportional to each other for given time interval. For given space, 

reliability and time interval are inversely proportional. For given reliability, as time interval 

increases, the number of spares to be loaded increases which results in higher space requirement. 

Failure rate of Components 

Failure rate is inversely proportional to reliability. Failure rate for nominal case is represented in 

the orange curve. If the failure rate of components increases by 1.5 times, then reliability or the 

probability of running out of spare parts increases. In other words, more components need to be 

stocked as the failure rate of those components is high.  

Initialise spares (xi) 

(vectors) 

Calculate C(x), Reliability 

(R) and g(X) 

Use max{g(x)} 

Obtain new optimum (X) 

 

If Cnew 

> Ctotal 

no 

yes 
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Figure 9 Mission time interval 

 

Figure 10 Failure rate of components (a) 
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Figure 11 Failure rate of components (b) 

Number of Components 

In figure 12, the number of components is inversely proportional to the reliability. As the number 

of components to be stored increases, the reliability goes down. Consider 35000 cube feet of space, 

when there are 150 components, reliability is close to 1. However, as the number of components 

increase, say 175 components, reliability drops to 0.8. 

 

Figure 12 Number of components (a) 
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Figure 13 Number of components (b) 

Percentage of components that can be cannibalised 

Consider three cases of cannibalisation, nominal case where 50 % of components can be “re-used” 

or “shared’ among the aircrafts. Secondly, where all components, 100%, can be cannibalised. 

Finally, 0% of components or no components can be cannibalised. Hence, as the percentage of 

components that can be cannibalised increased, reliability increases. However, when non of the 

components can be cannibalised, a greater number of spare components must be stocked on-

board and thus, space required increases.  

Number of mission aircrafts 
Consider the total number of available aircrafts to be 10 (n = 10) and number of functional 

aircrafts is varied from 4 to 10. Firstly, when there are 4 out of 10 aircrafts functional, the space 

required to store spare components is low and in turn high reliability is achieved even with low 

space available. However, when all the available aircrafts are employed, a greater number of spare 

components are required to be stocked which in turn consumes more space. Hence, reliability is 

inversely proportional to the number of aircrafts used for a given space. 
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Figure 14 Percentage of components that can be cannibalised (a) 

 

 

Figure 15 percentage of components that can be cannibalised (b) 
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Figure 16 Number of mission aircrafts (a) 

 

Figure 17 Number of mission aircrafts (b) 
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Machine learning algorithm for sensor-based 

maintenance 
Zoha Sherkat Masoumi 

1 Introduction 
Kinross Gold corporation is a Canadian gold mining company operating in Americas, Russia and 

West Africa. Trucks are used to carry gold and silver from mines to facilities and distribution 

centres. Trucks unscheduled failures interrupt mining plans which result in excessive downtime 

and cost. In addition, trucks are expensive assets, and unscheduled failures will reduce their life 

expectancy leading to deterioration. On average, there were about 262 unscheduled failures per 

truck in 2019 and eight main failure modes (Dispatch hardware, Electrical, Engine, Hydraulics, 

Lubes/Oil, Operator damage, Structure, and Tire repair).  As a result, the company aims to detect 

failures before they occur with the help of sensors. In this project, sensor recordings from 2019 

are utilized to train machine learning algorithm to predict engine failures that are expected to take 

place in 3 hours.   

 

2 Data 
This case study is based on the data for 13 mining trucks for the year of 2019. For each truck, the 

unscheduled failure information and sensor recordings are available in two different tables. 

Sensor recording table contains determined time (Time Stamps) during which the sensors have 

recorded data. There are total of 33 sensors, with 8 sensors having missing values while 25 having 

sufficient data which will be considered for future analysis. For every truck, there were between 

18,000 to 38,000 sensor recordings for 2019.  Table 1 displays sensor recording table for truck 

number 49 ,DT49, after formatting. Unscheduled failure table includes name of the asset, 

comment on its failure mode, failure start time and its duration. 



63 
 

Table 1: Sensor recordings table for DT49 

 

3 Model Output: Remaining Useful Life (RUL) 
Remaining Useful Life (RUL) is the time (hours) remaining to the next failure. For each sensor 

recording, RUL has been calculated from unscheduled failure table. Figure 1 displays the RUL  

vs. sensor recording for truck 68 and 69 as well as their failure cycles. Some cycles are longer; 

however, there are many short cycles indicating that the machine failed shortly after being put 

back into operation. Truck 79, DT79, has the longest cycle without failure (867.43 hours). Based 

on the discussion with Kinross Gold Corporation representative, the company is interested in 

Engine failure mode;thus, in this case study only the engine failures are investigated. Figure 2 

displays a sample RUL cycle for DT69; as shown, RUL starts with larger value, it decreases over 

time, and at failure it reaches zero. In this project, instead of predicting the time remaining to 

the next failure, it is aimed to detect failure within a prespecified threshold (3 hours) for 

following three reasons: 

• Company's main  interest is to detect failures within 3 hours in order to have enough 
time available for replacement of the truck and informing maintenance person 

• Sensors are designed to detect failures and are expected to display normal recordings 

when RUL is more than 3 hours. Thus, sensors can not predict the exact time remaining 

to the failure with high precision, but they can detect anomalies when approaching 

failure. 

• Binary classifiers are easier and faster to train; their results outperform the prediction 

models for this case study 

As a result, all the output values are labeled as 0 when there are less than 3 hours remaining to 

the next engine failure and 1 otherwise. Threshold and labels are displayed on figure 2. For the 

failure to be predicted correctly, at least two of the labels corresponding to that failure must be 

accurately identified. 
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Figure 18 RUL vs. sensor recording for 'DT68' and 'DT69' 

 

Figure 19: Sample RUL cycle for 'DT69' 

4 Challenges 
The following two are the main challenges of this case study. To start with, the data set is highly 

imbalanced. Figure 3 displays the number of unscheduled engine failures for the year of 2019: 

except truck 66 ,DT66, which has 46 engine failures, the remaining trucks have less than 23. In 

addition, on average, only 0.4 % of the recordings are failure samples (the average ratio of 

failure to non failure sample is 4:1000) and for some trucks this number reduces to 0.06 %. This 

will result in misclassifying the minority class; therefore, the output of the algorithms would be 

biased toward majority class. In many algorithms, minority class is identified as noise, and 

models are not trained on them. However, in many real world applications such as failure 

detection, the main objective is to correctly identify the minority class (failures) to avoid higher 

cost causing by this misclassification [2]. Furthermore, failure pattern is different for each truck. 

Some trucks have a long failure cycle and few short ones while others contain short and medium 

cycles only. Additionally, for many trucks, failures are not evenly distributed throughout the 

year. For example, figure 4 displays the RUL vs. time for four trucks. As shown, truck 70 and 73 

have no failures during the first months and majority of their failures occur toward the end of 

the year. However, failures for truck 49 and 66 are approximately evenly distributed over 2019. 

Unfortunately, many machine learning algorithms, especially the time series, are sensitive to 

pattern in the data and perform poorly when the failure pattern on the training set and the test 

set differ. 
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Figure 20: Number of engine failures for each truck in 2019 

 

Figure 21: Sample RUL for Engine Failure 

5 Approach 
For this case study, I followed a three- stage approach. First stage incorporates input data 

transformation, in the second stage, input data is re-sampled and finally, machine learning 

model is applied to predict failures.   

5.1 Data transformation 



66 
 

1. Outlier Detection: many machine learning models are sensitive to the range of input data 

and existence of outliers which leads to biased parameter estimation and cause poor results 

[3]. Thus, in step number 1, I removed data points that were below 0.5 percentile and above 

99.5 percentile for each sensor column in the table. Overall, I dropped only one percent of 

the data points for each sensor because outliers were mainly on the extremes of the 

recordings.  

2. Define Time Interval: The recordings are not available for the entire 2019 and for each truck 

recordings started and ended in different days or even months. Thus, to be consistent, I 

decided on the time intervals where data is available for all the trucks. For this study, I only 

considered data points between February and November of 2019.   

3. Fix Time Interval:  In the original table, for each truck, the time between two consecutive 

recordings is not equal, and this interval is varied from 5 minutes to few hours. This is 

misleading for machine learning algorithms since sensor recordings that are very close to 

each other will document similar results with low variance whereas the sensor recordings 

that are few hours away record very different values, affecting the training process. As a 

result, by interpolation, the time intervals between failures are fixed to 30 minutes. 

4. Log transformation: It is easier to train machine learning algorithms on a near normal 

distribution than skewed data set. In the input table, sensor columns are skewed and 

distorted from normal distribution. The best method to reduce skewness in data set is log 

transformation. However, original log transformation can be applied to positive numbers 

only. To log transform recordings that contain negative values, a constant is added to each 

input data [5]. The constant number is minimum of the recording on the that column plus a 

small value such as 1. The log transformation formula is as follows:    

𝑟desired = log(𝑟 + 1 − min(𝑟)) 

where r is the sensor recording before transformation and 𝑟desired is the recording after log 

transformation. 

5. Adding Delta Columns: Differencing eliminates seasonality, and trends that is caused by 

changing levels in data [6]. As a result, the difference between consecutive recordings for 

each sensor is added as a separate feature. These new features are named "delta" plus sensor 

name displayed on table 2. 

The first three steps in input data transformation are demonstrated in the following examples 

below: The first example is for "Rear After-cooler Temperature" sensor, the top graph on figure 

5 displays the original recordings. Please note that each colour corresponds to one truck. As 

shown, majority of the data points are below 100, however, there are some very large recordings. 

Overall, its range is between 5 and 65533.  After dropping the outliers (figure 5 middle graph), 

range of recordings changed from 65,528 to 60. However, it is possible to observe that for most 

trucks recordings are not available for the entire year and some others like 'DT70' (the truck 

displayed purple colour) recordings are available by the end of December.  After the second 

(considering data points between February and November) and third step (fixing the time 

between recordings to 30 minutes) in data transformation, figure 5 at the bottom displays the 

final results. For better illustration, figure 6 displays "Peak Air Filter Restriction" sensor which 

follows similar procedure. In addition, step 4 in data transformation is displayed for "Brake Air 

Pressure" sensor. Before transformation, the range of the data is between 502 to 886 (figure 7 

on the top) and after log transformation recordings are between 0 and 5.7 meanwhile, 

recordings for each truck is easier to distinguish (figure 7 at the bottom). 
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Table 2: New table with delta columns added 

 

 

Figure 22 Rear Aftercooler Temperature Sensor: (1) Original Recordings (2) After step 1 (3) After step 2 and 3 

5.2 Sampling Method 

Data is highly imbalanced as noted above. It creates bias and results in majority prediction for 

machine learning algorithms. To avoid such issues, a combination of under-sampling and over-

sampling is utilized. In random under-sampling, random samples from the majority class are 

removed with specified sampling strategy. For this case study, sampling strategy of 0.5 % is used 

which excludes sample from minority class until 0.5 % of the samples correspond to minority 

class. In addition, from the available over-sampling techniques, Boarder Line SMOTE 
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outperformed others. Boarder Line SMOTE is a variation of SMOTE (Synthetic Minority 

Oversampling Technique). It oversamples the minority class by following below steps [7] 

Step 1: a point in the minority class boarder is selected like the one labeled on figure 8 
Step 2: near neighbour of the selected point another point from the same class is selected  
Step 3: A line connects two points  
Step 4: A new point is generated randomly and placed on the line 

Above steps repeat until the ratio of samples in training set is as specified. For this case study, 

the ratio is 0.9 % (for each 100 majority class 90 points in minority class is oversampled). This 

method only over-samples the boarder points because these points could be misclassified with 

higher probability. At the same time in this method, noise points (noise point is labeled on 

figure 8 are not oversampled as by oversampling them, a bridge is created between classes and 

results in misclassification. 

 

Figure 23: Peak Air Filter Restriction Sensor: (1) Original Recordings (2) After step 1 (3) After step 2 and 3 

 

Figure 24: Brake Air Pressure Sensor: (1) Before log transformations (2) After step 1 (3) After log transformations 
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Figure 25: labeled boarder and noise points 

5.3 Naïve Bayes Classifier 

The highest performing for the current dataset is Naive Bayes Classifier. Naive Bayes Classifier 

is based on the Bayes theorem with the naive assumption that features are independent. Given a 

set of features x probability that belongs to class c (𝑃(𝑐|𝑥)) equals to the provided equation: 

𝑃( 𝑐 ∣ 𝑥 ) =
𝑃( 𝑥 ∣ 𝑐 )𝑃(𝑐)

𝑃(𝑥)
 

Where 𝑃(𝑥 ∣ 𝑐) is the probability of feature x given class c, P(c) and P(x) are the probability of 

class c and feature x in the dataset, respectively. For each class, the given probability is 

calculated and the class with the highest probability is assigned to the set of features. It is 

important to emphasize that the probabilities can be computed in parallel, which results in fast 

training [8]. 

6 Performance Metrics 
Accuracy is the proportion of correctly predicted recordings to the total number of prediction 

and its equation is as follows [9]: 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Accuracy is the most common matrix used to evaluate the performance of the model. However, 

it is misleading when it comes to imbalanced data. The main reason is that, in case of 

imbalanced data, many machine learning algorithms predict the majority class, and this will 

result in good accuracy matrix even though non of the minority class was predicted correctly. 

Thus, we will focus on precision and recall for our model. Precision indicates the proportion of 

failure/non-failure recordings over the failure/non-failure recordings classified by algorithm 

and its equation is as follows [9]: 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

the proportion of failure/non-failure recordings classified by algorithm over actual failure/non-

failure recordings and its equation is as follows 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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7 Results 
As indicated earlier, the aim of our model is to utilize sensor recordings to predict failures that 

are expected to take place in 3 hours. It is important to note the following about model 

preparation: 

Firstly, for each truck, the first 80 % of the sensor recordings are utilized for train and the 

remaining 20 % are used for test. In addition, each truck is also trained on the recordings for 

other trucks. Secondly, since the objective is to correctly identify failures, the model is evaluated 

only on the trucks that have failures on their test set and four trucks that do not satisfy this 

condition have been excluded from analysis. Lastly, sampling method and Naive Bays algorithm 

are applied automatically through pipeline, which results in higher performance.  

After all, table 3 displays the algorithm results for each truck. The overall accuracy is 62.5 % and 

the macro average recall is 78.4%. As shown, the recall value for all the trucks except two of 

them is above 80% this indicates that the algorithm can detect majority of failures. However, the 

macro average precision is 50.4%. This results in false alarms and requires further investigation. 

Table 3: Performance results of the machine learning model for different trucks 

 

8 Business analysis 
In this section an overview of the cost and benefits of the proposed algorithm will be provided. 

Based on the information received, correctly detecting failures will cost 1 unit. In addition, the 

cost of false alarm is 0.05-0.2 unit while unscheduled failure will result in 1.3-1.5 cost unit. The 

algorithm would result in higher economic value when the cost of false alarm is lower, and the 

cost of unscheduled failure is higher. Therefore, let's assume that the cost of false alarm is 0.05 

cost unit (its minimum value) and the cost of unscheduled failure is 1.5 cost unit (its maximum 

value). As noted earlier, the performance of the model is evaluated on the trucks that failed 

during test time (about 49 days). Overall, there are about 18 failures on 9 trucks; thus, average 

number of unscheduled engine failures per truck is 2. As a result, on average, there are four 

possible cases: 

• Algorithm correctly detects both failures resulting in 2 unit cost + 0.05 unit cost for each 
false alarm 

• Algorithm only detects one of the failures resulting in 2.5 unit cost (1 unit cost for 
detected failure and 1.5 unit cost for unscheduled failure) + 0.05 unit cost for each false 

alarm 
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• Algorithm is unable to detect any failures resulting in 3 unit cost (1.5 unit cost for each 

unscheduled failure) + 0.05 unit cost for each false alarm  

• When no machine learning model is applied, on average for each truck, 2 unscheduled 
failures occur and leads to 3 unit costs and no false alarm cost. 

Figure 9 displays cost vs. number of false alarms and each of the above cases are shown with a 

different colour. According to figure 9 the algorithm that can detect both failures and has no 

false alarm costs 1 unit less (3-2) and for each false alarm 0.05 unit cost is deducted from cost 

saved. When there are 20 false alarms cost of the algorithm is 3 unit and equals to no machine 

learning case, which is called the equilibrium point. Thus, any algorithm that can detect both 

failures but has more than 20 false alarms costs more than when no machine learning is used. In 

addition, if the algorithm is able to detect half of the failures and has no false alarms costs 0.5 

unit less than no machine learning case (3-2.5). When there are more than 10 false alarms, its 

cost exceeds when no machine learning is applied. It is because the cost of 10 false alarm equals 

the savings from one failure prediction. For deeper understanding, these 20 false alarms 

account for about 70% macro average precision. Thus, any machine learning model requires the 

macro average precision of more than 70% to be economically worthwhile in the best case. 

 

Figure 26: Cost vs. Number of False Alarms 

9 Conclusions 
In conclusion, the aim of this project was to detect engine failures within a prespecified 

threshold of three hours. This report presented a three-stage approach for a sensor based 

maintenance. In the first stage, different steps have been followed to transform the raw data. In 

the second stage, a combination of undersampling and oversampling has been utilized to 

balance dataset and in the last stage, Naive Bays algorithm has been applied to detect failure 

recordings. The macro average recall was 78.4% which indicates that the algorithm was able to 

detect majority of failures. However, the macro average precision is 50.4% which shows that the 

model has false alarms. These false alarms mainly resulted from the sampling methods used. 

However, sampling methods are necessary because they reduce bias of the model toward 

majority class. To avoid this, in the future, data from more trucks or few years data of the same 
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truck could be used to have more failure samples and reduce the dependency of the model to 

resampling methods. Furthermore, another suggestion is to work toward reducing the cost of 

false alarms. Currently, the savings from each failure detection equals to the cost of 10 false 

alarms. Thus, for a machine learning model to be economically worthwhile, it requires to have a 

very high precision and recall which might not always be easily achievable. Moreover, one good 

practice about sensor-based maintenance is to fix the time intervals in which sensors record 

information. In the original data, the time between sensor recordings varied from 5 minutes to 

few hours, which was affecting the machine learning model. Therefore, to be consistent, I used 

interpolation to fix the time between sensor recordings, however, decline in the quality of input 

data was inevitable. In addition, an expert knowledge could be very helpful to find the sensors 

that are proven to have impact on engine failures and only include those that are related to 

engine failure. For example, one of the sensors that could help the machine learning algorithm is 

the age of the engine. That is mainly because it is proven that many engine failures are related to 

engine deterioration and age. 
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Data preparation motivation and process for 

analytics 
Janet Lam 

Introduction 
For the past several progress meetings, we’ve been presenting updated results for TTC’s track 

maintenance division. As the models have already been developed, at each point, the major task 

is to bring the data up to the model’s requirements. This presented an opportunity for us to discuss 

with our members and guests what happens behind the scenes when we start a data-related 

project. The objective of this report is to communicate the importance of the relationship and 

collaboration between C-MORE and the industry partner in getting the project underway.  

In this report, we’ll discuss how we get the data from its original form, to analysis-readiness. It 

will feature snapshots of the data from our TTC linetest and reinspection projects, along with the 

rational for data requirements. TTC’s data is comparatively a high-quality dataset. The columns 

are mostly complete, and there are clear definitions for most features. Most importantly, TTC 

provided a primary point person who was available to answer all of the questions we had about 

the dataset, allowing us to make definitive decisions about the data. 

Equipment histories and probability distributions 
Regardless of whether we are taking a traditional or machine learning approach, equipment 

histories make up the centre of our information. We need to determine the nature of when our 

equipment fails in order to make predictions about it. Thus, defining an equipment history is the 

first step. 

The beginning and the end 

In order to clearly define a history, we need to determine the beginning and the end of each life. 

A simple way to define these points is when a component is replaced; it serves as the end of the 

previous life and the beginning of the next. We rely on collecting at least a few data points of the 

“same type” of histories in order to make statistical inferences. Thus, we make some simplifying 

assumptions that components from different (but similar) equipment, and sequential 

components on a single equipment behave the same. 

The nature of the replacement also matters; we may have a replacement due to failure, or due to 

non-failure. As we all know, most of our replacements occur at a fixed point in time, or some 
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other reason that isn’t a failure. It’s important to note these differences, because our overall 

objective is to determine the life distribution of our component of interest. If a component is 

removed before it fails, we know that the life of that component is at least as long as its current 

age, but could have lasted longer. 

Probability distribution 

Ultimately, we take a series of realized lifetimes, and determine the distribution of them. A very 

simple interpretation is to see how often a certain lifetime occurs, and use that to answer “what 

lifetime is likely to occur?”, or “how likely is a component of this age to fail?”. Figure 27 

illustrates how a collection of lifetimes can be transformed into a probability distribution. 

 

Figure 27 Lifetimes to distribution 

Potential challenges 

As we know from practice, real data is never neat and tidy like the illustration and examples we 

see in presentations. Some of the issues we’ve come across in the past is that the line between 

failure and non-failure are not as clear as we’d like it to be. Not only that, the idea of replacing a 

component can be fuzzy too. 

Most systems are quite complex, and even components are made up of many sub-components. 

How much needs to be replaced in order to definitively say that the component has been 

replaced? When a maintenance technician does routine minor maintenance orders a proactive 

replacement because a component is wearing, is it a failure or not? 

This is where the collaboration between C-MORE and the industry partner becomes critical. You 

are the experts in what happens on-site, and we rely on you to help us define what is a 

beginning, an end, a failure, or not. 

Beginning and ends in TTC’s reinspection project 
In TTC’s re-inspection project, the objective was to determine the probability that a defect would 

transition into a higher-priority state between inspections. This resulted in definitions that are 

somewhat unusual, but still applicable. First, a component in question was no longer a physical 

asset, but the concept of a defect. We wanted to generate a probability distribution for defects, 

and the end of a defect’s life was defined as when it changed priorities. Figure 28 illustrates a 

defect that changes priority from “Brown” to “Blue” in March of 2013. In this case, we would 

determine the length of time the defect was in the Brown state, and consider that a history. 

The nature of a failure 
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As mentioned in the previous section, determining whether a failure occurred or not is not as 

clear as one would think. In some cases, the end of a history can be categorized into different 

failure modes. In particular, if there is reason to suspect that certain types of failure behave very 

different (statistically) than others, there is value of distinguishing these. Another reason for 

looking at different failure modes is because the industry partner simply has an interest in 

analysing the different modes. This is another place in which partner collaboration is critical. 

Most CMM systems track very detailed failure modes, and it’s necessary to group them into 

fewer large categories. As the expert in the physical asset itself, C-MORE relies on the partner to 

categorize the modes into larger classes. Figure 29 demonstrates the work that TTC did to 

classify specific failure modes into three broad categories of interest. 

 
Figure 28 Defect changing priority 

 
Figure 29 Failure mode classification 

Data anomalies and errors 
Every dataset is prone to anomalies and errors. Cleaning up these errors can be quite time 

consuming; some of it can be automated, but it always required close supervision and 

interaction from a real human being. Here, we discuss some of the common issues that we’ve 

come across. 

Dates 
Every dataset we receive needs to be verified for date formats. There’s often a mismatch between 

the partner system and our systems. It’s a routine correction that needs to be made, most times. 

Duplicate entries 

As we peruse the dataset, we often come across duplicate entries. Usually, we are cleared to 

remove these, but we need to confirm with the partner before we remove them, as well as how to 

identify a duplicate entry versus an actual repeated event. Figure 30 demonstrates two defects 

that have duplicate entries in the dataset. These duplicates were eventually removed, but in 

some cases, it’s not as clear that the entries are duplicates. For example, two entries on the same 

date may have different statuses. Then we’d have to make a decision on which of the two entries 

to keep, or to keep both. 

Entries that continue after ending 

Sometimes, simply due to the computer system, we it’s possible the entries come out of order. 

Then, we may have scenarios where a history is determined to have ended, but then we get 

another entry that indicates a continuation. This is another scenario in which expert knowledge 
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from the partner is critical. Figure 31 is an example of a defect that seems to have been resolved 

in October 0f 2016, but then continues to persist into November. 

 
Figure 30 Duplicate entries 

 
Figure 31 A completed defect continues 

Inscrutable data 

Sometimes, we have data that we simply cannot interpret. In these cases, we need to work with 

the partner to decide our way forward. Figure 32 shows a defect that changes back and for 

multiple times. Leaving the data as it is would result in a large bias to the left of the true lengths 

of defects. However, it’s not clear whether the whole history should be purple, or blue, or 

experience a switch somewhere in the middle. In other similar scenarios, we address the simpler 

data concerns discussed above, and when all that remains are issues that require more 

significant support from the partner, we work on these together. 

Conclusions 
This report discussed the rationale and objectives 
for data in preparation for analysis. By discussing 
a case-study with the TTC, we saw how even high-
quality data requires significant pre-processing, 
and how C-MORE must work closely with the 
industry partner in order to get our projects 
underway. 

Figure 32 Flip-flopping information 
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Fault Detection for Wind Turbine Bearings Under 

Varying Rotational Speed - Progress Report 
Mohamed Hassan, Hazel Shi, Eileen Mendoza, Dhavalkumar Patel 

1.0 Project Overview 
Bearings are one of the essential components in wind turbines. Accordingly, keeping them in good 

condition as long as possible and replacing them as early as possible at failure can cut down 

massive operation and maintenance costs. This is mainly due to reducing downtime and 

unplanned maintenance cost. Additionally, delayed replacement of defective bearing can lead to 

severe implications on a more expensive component such as the gearbox and shaft. Besides, it can 

significantly decrease wind turbine production.  

At wind turbine, bearings are under continuous varying load, both in terms of direction and 

magnitude. This not only accelerates their wear out, complicates their root cause of failure and 

failure modes but also can lead to complicating fault detection and prognostics.  

The aim of this project, it to develop a data-driven algorithm that can handle such tasks in an 

automated manner while fusing both state-of-the-art deep learning, signal processing, and 

domain of expertise.   

2.0 Methodology 
Condition monitoring of bearings can be achieved by utilizing vibration signals collected from 

the gearbox of a wind turbine. The signals are then processed to extract features from both the 

time and frequency domain, which can then be used in a machine learning (ML) algorithm to 

identify the health state of the bearings. Using large datasets to train the ML model, it is possible 

to develop an algorithm that will allow for premature fault detection under varying operation 

conditions, practice preventative maintenance, and reduce downtime for the wind turbine. 

2.1 Toy Data Generation 
Due to labeled data shortage and imbalance, it is necessary to generate toy data for the machine 
learning model. Such toy data can be extremely useful when combined with transfer learning 
alforthiums. The toy data generation could be separated as two stages, the signal generation and 
data storage. 

The probability of the healthy state will be set and by sampling from the Bernoulli distribution, 

healthy samples labelled 0 and faulty samples labelled 1 will be generated with the 
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corresponding probabilities. An if statement will be applied that for healthy samples, the signal 

will be generated with a formula added by some random noises. While for the faulty signal 

generation will be more complex. Some amount of the intervals within the total time will be 

created, and a gradually decaying fault amplitude will cumulate for each interval. Then this 

factor will be added to the normal formula with some noises. 

To ensure the signals generated clear and structured, the data will be saved into the sqlite 
database. Two tables will be created within the database. The first table will be the raw data 
table which saves the unique ID and the corresponding signals. The second table which is a 
summary table that saves all the parameters used for generating the signal. The two tables share 
a same index so it will be easy to query for the related signal and its parameters. 

2.2 Signal Processing 

A common technique used in signal processing is the Fourier Transform, or FT. FT decomposes 

a signal into its component frequencies by testing for the presence of each frequency. This is 

done by multiplying the raw waveform by sine waves of discrete frequencies to determine if they 

match. A fast Fourier transform, or FFT uses a more efficient algorithm that takes advantage of 

the symmetry in sine waves. In python, the numpy library already contains modules to perform 

Fourier Analysis using FFT. Other statistical features from the signal can be extracted and used 

as labels for the health state. Matlab’s signal processing toolbox provides functions that can be 

used to analyze and extract features from signals. To take advantage of this, the Matlab Engine 

API for python is used to perform other signal processing like producing a kurtogram to 

characterize the “peakedness” of a signal and using a bandpass filter to filter signal components 

within a range of frequencies, preventing unwanted frequencies. The filtered signal can then be 

used in envelope analysis or amplitude demodulation, which is another widely used technique in 

characterizing bearing faults.  

Currently, the signal processing module is slow and inefficient and one focus for this project is 

to optimize this module of the code. To do this, bottlenecks in the code need to be verified using 

existing python profilers like the cProfile module. This will help identify which lines of the code 

takes the longest and needs to be optimized. Future work could also include finding alternatives 

for MATLAB functions called within Python to reduce run times further. This can be done by 

exploring available methods within Python’s SciPy package. 

2.3 Machine Learning 

The goal of the project is to perform fault classification based on the signals gathered from the 

wind turbine. The operating parameters vary depending on the environmental conditions – the 

most important being the wind speed as it alters the operating RPM.  Let’s assume that the RPM 

is constant. In this case, the complexity of the fault classification problem reduces as clusters 

can easily be identified depending on other parameters. But as this is not the case for this 

problem statement, a model architecture is developed that focuses on eliminating the 

dependence of the classification problem on the RPM range.  

For the latest implementation, a toy dataset was considered which could closely emulate one set 

of the original datasets expected from the industry partner. Two separate domains were 

considered for the distribution of the RPM with a considerable overlap. The ideal case would be 

to have a uniform distribution of the RPM for a provided range. However, those values would 

lead to poor performance of the model in terms of accuracy as well as computation time. Thus, a 

dataset was considered which is neither too simple nor too complicated for this initial 

experiments. The below plot demonstrates the normalized distribution where the values for 
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domain 1 range from 300 to 1500 RPM with an increment of 200 whereas the values for domain 

2 vary from 900 to 2100 RPM with an increment of 200 units.  

  

The x-axis in the above images represents the normalized RPM values and the y-axis represents 

the count of each value in the dataset. An overlap can be observed between these two domains as 

mentioned above.  The left image is the distribution in the training dataset and the right image 

is that of the testing dataset. 

Three different model architectures were considered for the classification problem. The first one 

corresponds to the conventional classification approach which comprises of 1D convolutional 

layers. However, based on the general understanding, this model will develop unique feature 

space for each RPM value and this might lead to higher variance. In order to eliminate this, 

another architecture was explored which is inspired from the Generative Adverserial Networks. 

The sole idea is to generate a feature space during the training phase which eliminates the 

dependence of the classification problem on the RPMs.  

The architecture comprises of two networks ‘Generator + Classifier’ and ‘Generator + 

Discriminator’ respectively; both these networks compete against each other. The optimizer 

reduces the error of the classification results from the classifier whereas the loss is amplified for 

the results from the Discriminator. The discriminator focuses on identifying the domain that 

each example belongs to. Two variations can be developed from this network by varying the type 

of the discriminator.  The classifier type adheres to the idea of identifying the domain label for 

the RPM in each example. On the other hand, the regressor type tries to predicts the actual RPM 

value. We are focused on a poor performance for this network; ie., either the loss increases or it 

remains constant which means that the network will try to predict a value as far as possible from 

the original value. This will lead to the generation of a feature space where the existing 

knowledge of the RPM has been lost because of the adversarial training but still the classifier 

performs well as the optimizer is focused on reducing the loss.  

In addition to these three architectures, two learning methods were employed: Supervised 

Learning and Unsupervised Learning. Most of the data that is expected from the industry 

partner might not have labels. Hence, the performance of the model for the unsupervised case is 

also critical. The below image demonstrates the complete architecture.  



80 
 

  

From the above image it can be seen that two different types of learning approaches were 

considered. For the unsupervised case the preprocessed data was fed as an input to the model, 

but real labels were also added for the supervised case. The three types of discriminators refer to 

the three different architectures: ‘Regressor’, ‘Classifier’ and ‘Concat’ . The Concat model 

represents the conventional classification model where the discriminator network is frozen and 

hence, the model comprises of just the first network.  

For this model, a huge list of hyperparameters can be identified. However, for this study, only 

two parameters were considered – the two learning rates of the respective networks. The 

explored feature space is as follows:  

1. Learning Rate 1 (Lr1): [0.0005, 0.001, 0.005, 0.01, 0.03] 
2. Learning Rate 2 (Lr2): [Lr1/30, Lr1/10] 

For this selected space there are total 10 iteration sets (Lr1, Lr2). The results are compressed in 

the below images as form of a table. There are three major columns one for each model 

architectures. In addition to that, the model results are separated into two columns based on the 

learning method. The results obtained for each set is juxtaposed in the below image for 

comparison. 

A. Lr1: 0.0005 

 

B. Lr1: 0.001 
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C. Lr1: 0.005 

 

D. Lr1: 0.01 

 

E. Lr1: 0.03 
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The inferences that can be laid out from the above results are: 

1. As we observe results for each column for the increasing learning rates, it can be 

concluded that the classification accuracy increases as the learning rate is increased from 

0.0005 to 0.001. But, as the learning rate 1 is increased further the results deteriorate. 

2. For the supervised case, the conventional model performs best.  

3. For the unsupervised case, as expected, the GAN inspired network where regressor was 

considered as the discriminator returned best results.  

4. The classifier model didn’t perform well. However, if the discriminator loss is analyzed, it 

can be seen that the loss increases in this model whereas for the regressor model, the 

discriminator loss remains mostly constant. This means that the classifier model 

imposed harsher adversarial training.  

5. These observations can act as a reference point for further tuning and development of 

the architecture.  

3.0 Future Work 
• Test the current developed model on the real data to be provided by the company Titan. 

• Fuse simulated data with real data to alleviate the challenges associated with labeled 
data shortage.  

• Keep optimizing our signal processing code to be handle larger data set. 

• Fuse the processed signal with the raw vibration signal, and use this fusion as input to 
our machine learning model. 

• Continue exploring the existing new domain adaptation methods in the literature to deal 

with the varying operating RPM 
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Criticality Analysis and Asset Management of a 

Power Generation Facility 
Pooyan Sharifi 

Introduction 
Capital Power is an independent power generation company who own and operate over 

5100MW of power generation across 25 facilities in North America. Amongst these facilities 

there is an 875MW natural gas fueled power plant located in Brampton, Ontario. The Capital 

Power generation facility located in Brampton does not operate on a 24/7 basis but rather 

generates power during intermediate and peak demand periods. 

 

Figure 33: Aerial view of Capital Power Goreway Station 

Within such a power generation facility there is an abundance of large-scale systems and sub-

systems consisting of various equipment and parts. These equipment and parts can be critical to 

the operation of the plant. The facility consists of three gas turbines, one steam turbine and 
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three Heat Recovery Steam Generators (HRSG 11, 12 and 13) with duct burners. These are the 

major power generating equipment in the facility. There are various other process equipment as 

part of the power generation facility such as boiler feed water pumps, condensate pumps, 

hydraulic lift oil pumps, lube oil pumps and automated control valves amongst many others. 

The focus of this project is on the criticality of parts and equipment which together allow for 

operation of the power generation process. A critically analysis will be performed to identify 

these critical spare parts. Furthermore, we will utilize maintenance records and data provided 

by Capital Power to derive insights from this analysis such as identifying the number of spare 

parts to store in inventory. Ultimately a framework will be generated to aid in the decision-

making process for Capital Power’s future process requirements. 

1.1 Identify Major Systems, Equipment, Parts 

Given the large scale of a power generation process and the abundance of various equipment 

involved in the process it is essential to identify and prioritize equipment of interest. Through 

collaboration with Capital Power the Maintenance and Engineering specialists helped identify 

groups of major equipment of assets. These are suggested to be priority based on their 

importance in the functioning of the power generation process as well as intuitively based on a 

known history of maintenance work orders and costs. These major groups of assets will be 

identified and briefly described below. It is important to note that the goal of criticality will be 

achieved statistically though the use of data in the form of maintenance records on said 

equipment rather than from a process engineering perspective. 

1.1.1 Boiler Feedwater Pumps & Motors 

The Boiler Feedwater Pumps and Motors are part of the feedwater system to the Heat Recovery 

Steam Generator (HRSG) Intermediate Pressure (IP) and High Pressure (HP) steam drums for 

the production of steam.  

The Feedwater Pumps provide feedwater at sufficient pressures and flow rates to maintain 

normal water level in the HP and IP drums from start-up to full load operation. Each HRSG (3 

in total) is equipped with two 100% capacity Feedwater pumps. The Feedwater Pump is a barrel 

type, eight-stage centrifugal pump manufactured by Sulzer Pumps Inc each driven by a 3400-

horsepower motor. In total there are six Feedwater Pumps, and their tag names are 11A, 11B, 

12A, 12B, 13A, 13B. The number is referring to the associated HRSG which it provides feedwater 

to. Each HRSG is setup for a lead/lag pump setup where one pump is sufficient for full 

operation and the other is used as a backup. These pumps alternate lead/lag roles to more 

evenly distribute running hours and associated wear and tear between them.  

Firstly, we examined operational data exploration of the equipment as provided by Capital 

Power. The operating run hours of each pump were determined via a status control bit which is 

saved on Capital Power’s PI Historian SCADA system. This data was extracted on an hourly 

basis which allowed us to determine the operational run hours of the equipment. This control bit 

(1 when pump is running, 0 when off) was extracted hourly from 2009-2020. Additionally, the 

record of all maintenance work (planned and unplanned) conducted on the equipment was 

saved in Capital Power’s Mainsaver database and extracted for our uses. The results are 

illustrated the figure below. 
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Figure 34: Cumulative Run Hours of Feedwater Pumps 

Each line in the Figure above corresponds to a specific boiler feedwater pump. The line for each 

pump illustrates the run hours of the pump from 2009-2020 and each dot on the line 

corresponds to a maintenance event (i.e., preventative maintenance, corrective maintenance 

action). We observed the order of most run hours to be 11A, 12B, 13A, 11B, 12A, 13B. Additionally 

a long period of minimal run time for pump 11B between 2015-2017 and 13B between 2013-2016 

was observed. This was corroborated with extensive corrective maintenance actions in the 

maintenance records between these dates.  

Next, we will examine the number of work orders associated with each pump. Naturally we 

would assume those pumps with most run hours will have the most work orders due to 

increased wear and tear from extensive usage. 

In general, it was observed that pumps that have greater run hours have more work orders 

associated with them. For example, pumps 11A and 12B exhibit this pattern while having the 

longest run hours of all pumps. However, for HRSG13, pump 13B has many work orders despite 

having the lowest run hours. This was likely due to various mechanical issues with the pump 

which required several work orders on the pump while it was out of service. Lastly, we will 

examine the nature of the work orders for each of the pumps. 

 

 
Figure 35: Number of Work Orders for Feedwater 

Pumps 
Figure 36: Work Order Classification for Feedwater 

Pumps 
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We observed that most work orders are preventative maintenance (PM) and corrective 

maintenance (CM) actions. The difference being that PMs are planned and part of the PM 

schedule as designed by the Capital Power Maintenance group. On the other hand, a CM is a 

maintenance action triggered by an operations related issue such as a clogged filter or alarm 

from the distributed control system (DCS). The key being that the CM occurs when the 

equipment fails whereas a PM does not. This was a key distinction used for later analysis.  

We also noted that there is a significant number of inspections done which include visual 

inspections or various types of diagnostic testing such as oil sample analysis and vibration 

measurements.  

1.1.2 Condensate Pumps & Motors 

The major purpose of the condensate pumps and motors are to deliver condensate collected in 

collections tanks (from condensed steam) to the LP steam drum as well as to supply cooling to 

makeup water and various other loads. These pumps and their motors are a major part of the 

overall condensate system which is essential for operation and power generation. There are a 

total of four 33.3% capacity condensate pumps named 15A, 15B, 15C and 15D. They are 8 stage 

vertical pumps each driven by a 500-horsepower motor. Three pumps are required for operation 

at full capacity (all turbines running) but less can be utilized when the plant is running at a 

partial load. A fourth pump is used as backup at full capacity acting as a fail-safe.  

Firstly, we examined operational data exploration of the equipment as provided by Capital 

Power. The operating run hours of each pump were determined via a status control bit similar to 

what was conducted for the feedwater pumps. Hourly data was extracted from the PI SCADA 

system which allowed us to determine the operational run hours of the equipment. This control 

bit (1 when pump is running, 0 when off) was extracted hourly from 2010-2020. Additionally, 

the record of all maintenance work (planned and unplanned) conducted on the equipment was 

saved in Capital Power’s Mainsaver database and extracted for our uses. The results are 

illustrated the figure below. 

The order of most run hours for the pumps is 15A, 15B, 15C and 15D. It is observed that pumps 

15C and 15D have relatively low run hours in comparison to 15A and 15B and there are quite 

significant difference in run hours between 15A and 15B. The higher run hours of pump 15A and 

15B suggest they are the primary pumps ran during partial load while 15C and 15D are usually 

only turned on for full load operation. Next, we will illustrate the number of work orders for 

each pump. 

  

Figure 37: Cumulative Run Hours of Condensate 
Pumps 

Figure 38: Total Work Orders of each Condensate 
Pump 
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It is observed that the number of work orders for each pump increases with the number of run 

hours on the pump. This is the trend observed for pumps 15A, 15B and 15C however pump 15D 

appears to be an exception to this trend. Pump 15D is observed to have the lowest number of run 

hours but the most work orders. Lastly the type of work order for each pump will be explored. 

 

Figure 39: Work Order Classification for Condensate Pumps 

The work orders for each pump are classified based on the type of work that is completed. As 

evident in the Figure above, there are more CMs than PMs for pumps 15A and 15D. This is likely 

explained by the fact that pump 15A has the highest run hours while 15D has various mechanical 

issues that requires more frequent repairs. We also observed that the condensate pumps all have 

a significantly higher number of inspections than the feedwater pumps.  

1.1.3 CCW & GCW Pumps & Motors 

The closed-cycle cooling water (CCW) and generator cooling water (GCW) pumps & motors are 

major parts of the cooling systems. Various equipment have cooling requirements for operation 

and these are provided from these pumps. There are two CCW pumps referred to as 19CCA and 

19CCB. There are two GCW pumps referred to as 19GCA and 19GCB. Firstly, we will explore the 

run hours of each set of pumps from 2009-2020. 

 

Figure 40: Cumulative Run Hours of CCW Pumps 

It is observed that both pumps have a similar number of cumulative run hours. Each motor is 

tracked separately but only contained a single data point hence no line is apparent. 
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Figure 41: Cumulative Hours of GCW Pumps 

For the GCW pumps we observed that pump 19GCA has more cumulative run hours than 

19GCB. The motor for pump 19GCA has a single data point hence no line is apparent. No work 

orders were available for the motor on pump 19GCB. Next we will explore the number of work 

orders for each sets of pumps. 

 

Figure 42: Work Orders for Each CCW Pump 

Of the CCW pumps we observe that pump A has a larger number of work orders associated with 

it despite both pumps having a similar number of work orders. However, this difference isn’t 

very large. Further breakdown as to the nature of the work orders could provide more insight. 

 

Figure 43: Work Orders for each GCW Pump 

For the GCW pumps it is evident that pump 19GCB had more work orders than pump 19GCA. 

This does not appear to coincide with the fact that pump 19GCA has more run hours than the 
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other pump. However, it appears that pump 19GCB has significant time period of no run hours 

and many work orders which suggest it might be a pump with various mechanical issues that is 

worked on while offline. This could explain the larger number of work orders with lesser number 

of run hours. Lastly, we will explore the type of work orders for each set of pumps.  

 

Figure 44: Work Order Classification of CCW Pumps 

There appear to be significantly more CMs than other types of work orders for both the CCW 

pumps. The next most frequent work order type is inspection followed by PMs. As mentioned 

earlier the motors for these pumps each have a single data point available and they are CMs. 

 

Figure 45: Work Order Classification of GCW Pumps 

For the GCW pumps we observe a similar trend where most work orders are CMs. The next most 

frequent work order type is inspections followed by PMs.  

1.1.4 Process Valves 

As expected in a power generation plant there are a plethora of valves of many different sizes 

and types for different applications. The primary mediums in this plant include cooling water, 

condensate or hot water, steam and natural gas. These valves may operate differently such as 

manual valves, solenoid valves and modulating valves. Many of these valves are essential for 

proper plant operation and so they were identified by Capital Power as another asset group of 

interest. The majority of larger automated valves have all records of maintenance work stored 

on Capital Power’s Contro Valve Portal. These records which contain information regarding the 
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work orders and their components have been extracted into an excel format for further analysis 

in later sections.  

Unlike other equipment such as pumps, the operation of valves is dependent on the run status of 

the system or generators. Hence the valve age can be estimated using the run hours of the 

generators. This can be deduced from the number of starts of the generator for solenoid valves 

(open/close) or the number of run hours for modulating valves.  

2. Estimation of Failure Distributions for Major Systems 
The raw data for work orders was filtered to keep only relevant information including asset 

number, work description and corrective action description. Next the work orders were 

classified based on the work description which is a text field entered by the Maintenance team at 

Capital Power. Work orders are classified into various categories such as PM, CM, Inspection, 

Trip, Alarm, etc. Based off the work description a new field was created which identifies the 

component of the system which the work order is for such as lube oil system, bearings, 

mechanical seals, etc. These are components which comprise the overall system or equipment. 

Finally with this data the cumulative run hours are determined at the date of each work order in 

order to generate a time series of life cycles for each component for the asset. 

 

Figure 46: Weibull Failure Rate with Different Shape Parameter Values 

A 2-parameter right censored Weibull distribution (right censored are the PMs) will be applied 

to the data in order to estimate important life characteristics for each of the components. The 

results of this analysis are summarized in the table below.  
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Table 4: 2 Parameter Right Censored Weibull Estimated Parameters 

 

The first column describes the major group of equipment which was analyzed and identified in 

the previous section. For each of these equipment there were various components which had 

enough work order data in order for an analysis to be conducted. The event description for each 

component describes the various descriptions of work orders for these components or in some 

cases the condition which would trigger a CM. The final two column are the estimated Weibull 

parameters which describe the distribution.  

For the boiler feedwater pumps the lube oil system has two components or failure modes. The 

first being leaks which often occur as the gasket, seal or pump being inspected by an operator 

and noticing a leak. Additionally, a low oil tank level will also be classified as a failure due to oil 

leak. The corrective action undertaken is to repair this related equipment. The shape parameter 

for this failure mode is 1.289 which suggests the failure rate increases over time. This could be 

due to gradual wear of related parts such as the seal or gasket. In addition to oil leaks another 

major component or failure mode is of the lube oil filters. These filters eventually build up 

debris over time which increase the differential pressure across the filter and reduce the flow 

rate of the lube oil. This reduction in flow could result in an increase in lube oil temperature 

which could result in faster lube oil degradation or tripping of equipment due to high lube oil 

temperature. The shape parameter was approximately equal to one which suggests a constant 

failure rate over time. This would coincide with the idea that filters typically get clogged in 

roughly the same number of operating hours over time. The next major component of the boiler 

feedwater pumps is the motor which had two distinguishable failure modes. The first being the 

air filters of the motor which typically failed and required replacement when clogged resulting in 

a high differential pressure alarm. This component had a shape parameter of 0.797 which 

suggests it has early-life failures. The next component is of pump leaks which involve failure of 

the mechanical seal or O-rings on the pump. These had a shape parameter of 1.362 which 

suggest a failure rate that increases over time. This could be due to gradual wear of the seal and 

O-rings over time. 

Moving onto the condensate pumps we observed a failure mode related to the lube oil system. 

This failure mode corresponded to conditions described as oil leaks and low oil tank level by 

Maintenance operators. The corrective action was to refill oil into the system. For pumps A, B, C 
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the shape parameter was 1.595 which indicates a failure rate that increases with time possibly 

due to aging of the equipment. For pump D the shape parameter was 0.766 which suggests early 

life failures which corresponds to the observation made from the time series data of many 

frequent failures in <500 run hours around the year 2019. The analysis for pump D was done 

separately since it behaved significantly differently from the other pumps and there was 

sufficient data for individual analysis. Lastly the bearings for all pumps had a shape parameter 

of nearly 1 which indicates a near constant failure rate. The bearing failure mode corresponded 

to high bearing temperature or outright bearing failure. The corrective action was almost always 

outright replacement of the bearings which is a significant maintenance cost. 

The CCW pump A had a failure mode involving the mechanical seal filter which occurred when 

it got clogged or was identified by Maintenance personnel as dirty. The shape parameter was 

1.05 which is nearly 1 which indicates a nearly constant failure rate. For CCW pump B the shape 

parameter was 0.738 which is less than 1 and suggest early life failures. Lastly the shape 

parameter of oil leaks for the CCW pumps is 0.711 which is less than 1 and suggests early life 

failures. 

For the GCW pumps there are a total of two failure modes identified from the data. The first 

being the mechanical seal filter with a shape parameter of 0.722 which is less than 1 and 

suggests early life failures. Lastly the oil leaks failure mode had a shape parameter of 0.997 

which is approximately 1 which suggests a constant failure rate. 

3 Spares Recommendations 
Utilizing the results of the failure distribution we can now aim to provide recommendations as 

per the number of spares to keep in inventory. Spares Management software offered by the 

University of Toronto can be used for this purpose. However additional decision criteria need to 

be decided upon or assumed to generate results. Additionally, further system information needs 

to be discovered about each component. 

3.1 Optimization Criteria 
First, we must determine what is the most appropriate optimization criteria to use which 

coincides with ultimate goals of Capital Power. The first option is Interval Reliability which 

optimizes such that it minimizes the likelihood of there being a no stock-out period over a 

specific period of time. The next option is to optimize for Instant reliability whose objective is to 

have no stock-out when stock is required. Another option is Availability which optimizes with 

the objective of maximizing system uptime. Lastly Cost Optimization is the final decision criteria 

whose objective is to minimize all costs including holding costs, downtime costs, emergency 

replacement costs, etc.). It was assumed that the ultimate objective of Capital Power is to 

minimize maintenance costs and downtime resulting in larger net profits. This naturally led to 

the decision to use Cost Optimization as our optimization criteria moving forward. It is 

important to note though that the use of other optimization criteria does not drastically change 

the results of the proceeding sections. 

3.2 System Information 

Further information regarding the system is required for the Spares Management software to be 

utilized. The following system information is required: 

• Spare Type (Repairable spare, non-Repairable spare) 

• Parts in Use 
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• Mean Time Between Replacement (from Weibull parameters) 

• Planning Horizon (we decide or can use lead time of the part) 

• Replacement Options 

• Downtime vs. No Down Time 

• Regular Cost of Spare Part 

• Emergency Cost of Spare Part  

3.3 Spares Results  
The results from Spares Management software are summarized in table 2. 

It was assumed that the number of spares in stock at the start of the planning horizon is set to 0. 

The holding cost of having spares in inventory was set to $0. All spares are the non-repairable 

type (replaced at failure). The emergency cost of spare was assumed to be twice of the regular 

cost a spare.  

4 Recommendations 
The next group of equipment which will undergo further analysis are the large, automated 

valves throughout the plant. These valves have had all their relevant data extracted from the 

Capital Power Contro valve portal. The remaining task is to identify valves of interest and extract 

operational run hours for each valve. Depending on the nature of the valve (modulating or 

solenoid) the age will be derived either from the operational run hours of the turbines or the 

number of starts.  

 

Table 5: Spares Management Recommendations for Various Components 
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Prediction of Emergency Response Strategies 

Based on Combustion Signatures from FTIR 

Spectroscopy Using Machine Learning Techniques 
Sophie Tian, Chi-Guhn Lee, Dexen Xi, Yoon Ko, Nour Elsagan 

1.0 Introduction 
In rail transport, safety is of the utmost importance. If freight catches on fire, it is crucial to 

identify the type of the fire and scope of the associated hazards in an accurate and timely 

manner to protect people and the environment from the fire. In the emergency response to 

freight transportation fire incidents, the first responders are trained to leverage the Emergency 

Response Guidebook (ERG), which allows them to identify response strategies based on the 

hazardous materials involved in the transportation incident, and to follow the appropriate 

responses in the guidebook to mitigate the freight fire incident. However, first responders 

routinely confront unknown hazards from freight fire incidents such as flammable, explosive, 

toxic, and corrosive materials. Such cases occur when the goods transported are unlabeled or the 

materials burning are unknown, and based on the ERG, the first responders are instructed to 

use the blanket guide: “Guide 111 - Mixed Load / Unidentified Cargo” which may be too general. 

As a result, there is a need to aid the first responders in the emergency response to such goods 

being transported. 

The Fourier Transform Infrared Spectroscopy (FTIR) analyzer is a device capable of detecting 

an array of chemical components from the effluents of the burning material over time. The 

spectral data obtained from an FTIR produces unique fingerprints of the sample materials 

(Titus et al., 2019), making the FTIR well-suited to collect data for machine learning (ML) 

models where patterns and structures are expected to exist within the data. As an early work, 

Chen et al. (2000) used data from an FTIR analyzer capable of detecting the concentrations of 

18 gas species to train an artificial neural network (ANN) for classifying the corresponding fires 

as either flaming, smoldering, or nuisance. The training data were composed of repeated tests 

on eight different materials or chemical compounds, and the validation data came from fire and 

non-fire cases of materials not observed in the training set. The trained three-layer ANN 

correctly predicted 96% of the 248 test cases, demonstrating the feasibility of using FTIR data to 

detect fires. To the best of our knowledge, there has been few other studies utilizing machine 

learning algorithms to make classification decisions with the FTIR on combustion processes. 



95 
 

Although ML has yet to be adopted as a candidate method in the analyses of combustion 

processes, it has been gradually introduced into and increasingly used in the field of fire 

sciences, especially in fire detection. In a comprehensive review of chemical-based indoor fire 

detection systems and associated algorithms, Fonollosa et al. (2018) identified that chemical gas 

sensors can improve fire sensitivity and early detection, but they suffer from a high rate of false 

alarms. The study suggested pattern recognition algorithms as the only path to improve false 

alarm immunity and cited numerous works that utilized ML techniques such as ANNs, K-

nearest-neighbors (KNN) and decision trees to decrease the chances of false alarms. However, in 

their discussion of gas sensors for combustion products, the authors only discussed the use of 

chemical sensor components, namely electrochemical cells, metal oxide sensors (MOX), and 

non-dispersive infrared cells (NDIR) for fire detection, and explicitly excluded the FTIR 

analyzer from this discussion without providing rationale for this choice. This suggests a 

knowledge gap in the understanding of how FTIR analyzers compare to chemical sensor 

components in fire detection. These chemical gas sensors are similar to FTIR analyzers since 

they are both used to detect and to quantify target gases, and both take measurements over 

time. However, the FTIR analyzer has the advantage of being able to detect and collect the 

signatures of a variety of gases simultaneously, while typically an array of chemical sensor 

components needs to be manually selected and assembled to measure the target gases. 

Nevertheless, both tools produce multivariate, time series data. As a result, machine learning 

models that have been demonstrated to work well for gas sensor data should also work well for 

FTIR data. In the field of fire detection using images, Park et al. (2019) proposed a fire detection 

system incorporating a deep neural network for time series sensor data analysis as well as a 

convolutional neural network (CNN), which is a type of deep neural network used to efficiently 

analyze temporal or visual data, for fire detection in images among other multi-functional 

components. Overall, machine learning techniques have become increasingly recognized in the 

area of fire detection, using either time series data or image data. 

In a broader context, ML techniques have been widely adopted to the classification of gases 

using data collected from gas sensors such as the electronic nose (E-nose). In a review of smart 

gas sensing technologies, Feng et al. (2019) outlined and compared various smart gas sensor 

arrays, signal processing methods and gas pattern recognition algorithms including support 

vector machines (SVM), KNN and ANNs. They highlighted that machine learning now plays a 

key role not only in making gas classification decisions but also in its ability to adapt for sensor 

drifts, which alleviates the need to manually manipulate the signals captured by the gas sensors. 

In recent years, as neural networks proved to be universal function approximators, gas 

classification also began to adopt neural networks to replace traditional approaches. For gas 

classification that uses time series as input data, an intuitive model to use is a CNN, which 

employs convolutional kernels to reduce the number of trainable parameters in the model and 

also to detect the same feature at different time points within a time series. Peng et al. (2018) 

proposed a deep-CNN model, GasNet, with up to 38 layers to classify four types of gases using 

data from eight MOS sensors, and this model significantly outperformed a trained SVM and 

ANN. Zhao et al. (2019) proposed a one-dimensional deep CNN, 1D-DCNN, to classify three 

pure gases and two binary mixture gases. The 1D-DCNN model was able to automatically extract 

important features from the data through convolutional kernels, and it significantly 

outperformed a SVM, a KNN, an ANN and a random forest as benchmarks. Another approach is 

to apply existing deep CNN architectures such as VGG (a deep CNN architecture named after its 

creator, the Visual Geometry Group) and Residual Network (ResNet) to gas classification as 

demonstrated in Han et al. (2019), however such deep architectures would require a large 

amount of training data, which is often difficult to obtain in gas classification. Since the field of 
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gas classification gradually favored CNN architectures to capture the temporal information 

effectively, it is natural to approach the combustion signature classification task using 

combustion data measured by an FTIR via CNNs as well.  

Another research area for consideration is the research on the time series classification task 

itself, which focuses on developing algorithms leveraging the temporal information, and much 

work has gone into algorithmic development and comparison. A recent paper by Ruiz et al. 

(2021) compared state-of-the-art multivariate time series classification (MTSC) methods on 26 

equal-length time series datasets and highlighted four models: Canonical Interval Forests (CIF), 

the Hierarchical Vote Collective of Transformation-based Ensembles (HIVE-COTE), the 

Random Convolutional Kernel Transform (ROCKET), and InceptionTime as significantly 

outperforming the previous time series classification benchmark named dynamic time warping 

(DTW). In particular, ROCKET, developed by Dempster et al. (2020), was referred as the state-

of-the-art method and the recommended starting point for benchmarking in future research on 

time series classification tasks.  

In this work, our objective is to obtain the hazard characteristics of fires using the effluents 

collected with a FTIR analyzer, which we call combustion signatures, from fires conducted in a 

bench-scale test set-up, cone calorimeter, by training ML models with the combustion signature 

data. The combustion signatures used in this study are collected in a laboratory environment; 

however, our end goal is to augment the dataset, refine the trained model, and eventually apply 

the model to real freight fire scenarios. For the machine learning models, we use CIF and 

ROCKET as suggested by Ruiz et al. (2021), and we will evaluate the classification performance 

and the time required to train each model. This work a first step taken to understand the fire 

hazards, which will allow us to later link them to the emergency response strategies in the ERG 

where possible and provide more specific instructions to the first responders when the burning 

materials are unknown.  

Our main contributions are summarized below: 

• We review the applications of artificial intelligence and machine learning in the field of 
fire sciences and more broadly, classification of gases, to demonstrate that machine 
learning has been gradually adopted in these fields. 

• We apply the classification of six hazard categories on the combustion analysis dataset 
using existing top-performing multivariate time series classification methods. 

• We demonstrate empirically the potential of using machine learning in fire sciences and 
provide our results as a first step towards allowing first responders to identify fire 
hazards in unlabeled, burning freights 

2.0 Materials and Methods 
In this section, we will describe the experiment setup used to collect the combustion signature 

data, the classification method used, as well as setup for training the machine learning models. 

2.1 Experiment Setup 

Experiments were conducted using a Cone Calorimeter coupled with a FTIR gas analyser to 

analyze the emissions. The cone calorimeter is used to detect the fire behaviour of a fuel sample 

under ambient conditions, where a material of specific size is subjected to a pre-specified heat 

flux, and heat release and mass loss rates are measured. The heat flux was set to 50 kW/m2 in 

all tests used for this work. 
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MKS Multigas 2030 continuous FTIR gas analyzer was connected to the exhaust of the cone 

calorimeter to analyze the gaseous effluents. The gas analyzer was equipped with a 200 mL gas 

cell heated to 191°C and 5.110 m optical path with a liquid nitrogen cooled detector. 

Before sampling, the gas analyzer was flushed with pure dry nitrogen gas (grade 5.0) at a rate of 

3L/min for at least 1 hour before a background spectrum of nitrogen was recorded. Sampling 

was performed by switching the sampling port to a 5’ heated sampling line (191°C). The heated 

sampling line was connected to a port sampling from the ventilation system. The gas ran 

through a stainless steel filter body, equipped with a bonded microfiber filter element .The 

sample gas was pulled into the FTIR at 3L/min via a MKS 2380 heated pump (191°C) at 

atmospheric pressure. The heated pump was fitted with two particulate stainless steel body 

filters with bonded microfiber/PTFE filter elements to prevent particulate matter from reaching 

the gas cell. A 5’ heated line (191°C) was also used to connect the pump to the gas analyzer. The 

gas velocity was calculated to be 20.7 ft/sec. The expected lag between sampling and detection 

was therefore around 1 second.  

Determination of the chemical concentrations present in the effluents was performed using the 

included MKS software (MG2000, Analysis Validation Utility and Gas Search Utility). 

Quantitative calibrations were performed by MKS and installed within the MG2000 software. 

To confirm the validity of the analysis performed by MG2000, the analysis validation utility 

(AVU) was used on specific spectra with elevated concentration of targeted compounds. This 

was to determine an estimate on the detection limits, confidence limits, maximum bias and 

values specified in ASTM D6348 and EPA 320. The AVU was used strictly to confirm the 

analysis and check spectral residuals remaining. The values recorded by the AVU were not 

reported and used as a check. The Gas Search Utility was also used to help predict gases that 

may have been present and were subsequently added to the recipe. 

As seen in Table 1, most materials were only tested once, four materials were tested twice, and 

three materials were tested three times. Overall, we obtained 30 samples from 20 distinct 

materials. 

Table 1. List of materials tested, and the number of experiments conducted on each material. 

 Materials with one experiment Materials with two 

experiments 

Materials with three 

experiments 

Materials 

Tested 

Blue CAT-6 wiring, carpet flooring, 

consumer electronics shell, electrical 

wiring, epoxy, heptane, intumescent 

caulking, melamine board, PMMA, 

polyethylene, polyurethanes foam, tar 

shingle, wall. 

Crude oil, diesel, 

phenolic panel, 

polystyrene. 

 

ABS, 

polyisocyanurate, 

PVC. 

Number of 

materials 

13 4 3 

2.2 Classification Methods 
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2.2.1 Canonical Interval Forest 

The Canonical Interval Forest is an interval-based forest of trees ensemble method proposed by 

Middlehurst et al. (2020). For each tree, the model randomly samples an interval from the time 

series data, computes a set of summary statistics using the selected interval, and concatenates 

the summary statistics into one vector. A decision tree, which  makes predictions by recursively 

splitting the data on different attributes using a tree structure, is then built using the 

concatenated feature vector. This process is repeated to obtain r decision trees, resulting in a 

forest of trees. A classification decision will be made based on the majority vote of the forest of 

trees. The detailed process to build the CIF model is shown in Algorithm 1. 

 

Algorithm 1. The model build procedure for CIF (Middlehurst et al., 2020).  

2.2.2 The Random Convolutional Kernel Transform (ROCKET) 

ROCKET, developed by Dempster et al. (2020), leverages a large number of random convolution 

kernels to learn feature vectors and uses a linear classifier to make the classification decisions. 

Unlike CNN models, ROCKET is not a deep learning model and does not learn the weights of the 

convolutional kernels. Instead, it randomly initializes 10,000 convolutional kernels of various 

parameters such as length and weight of the kernel and apply every kernel to each instance of 

the data. This random initialization step makes the model extremely fast to run because no 

training stage is required to identify important patterns from the time series data.  

After passing the inputs through the random convolutional kernels, the results, which we call 

the feature maps, will be used to compute two summary statistics. One statistic is the maximum 

value and the other is the proportion of positive values within each feature map. As a result, 

from the 10,000 kernels, we obtain 10,000 feature maps and subsequently 20,000 summary 
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statistics. These summary statistics are then concatenated into a vector of length 20,000 and 

used to train a linear classifier such as a ridge regression or a logistic regression classifier. In 

Ruiz et al. (2020), the authors found that ROCKET achieved state-of-the-art accuracy even with 

small datasets, whether in the number of training examples or the length of the time series, in 

addition, this model was the fastest classifier among the classifiers tested. As a result, this model 

is a very good candidate for our small combustion analysis dataset. 

2.2.3 Training Setup 

The classification goal in this study is to answer six binary questions for each sample of burning 

material, namely: is this sample flammable; toxic; explosive; water extinguishable; corrosive 

and oxidizing. Each hazard category is independent of each other and as a result, we train one 

machine learning model per category and present their results separately. Since each material 

in the combustion signature dataset may take different lengths of time to complete burning, we 

perform zero-padding on the dataset which means that all experiments have been aligned to 

take the length of the longest experiment by adding zeros to the end of shorter experiments. 

Using the combustion signature dataset with 30 data samples, we perform a 70-30 train-test 

split, meaning 70% of the data (or 21 data samples) will be used for training the models, and 

30% of the data (or 9 data samples) will be used to test the generalization properties of the 

trained models.  

For the machine learning models tested, which are CIF and ROCKET, we use the 

implementations from the Sktime library (Markus et al. 2021), which is a Python library for 

time series analysis. For each model, we use the default hyperparameter values used in the 

original papers, for example, we use 500 trees for CIF, and 10,000 random convolutional 

kernels for ROCKET.  

For each experiment, we record the training accuracy, test accuracy and more importantly, the 

time taken to train and test the model. As concluded by Ruiz et al. (2021), we expect the 

classification accuracies of the three models to be similar while taking drastically different times 

to train. 

3.0 Results and Discussion 
Table 2 shows the classification accuracies of ROCKET and CIF, and the time requirements (in 

seconds) to train each model. The rows show results from each hazard category as well as the 

average result across all hazard categories. For each row, the superior test accuracy and training 

time are bolded.  

Overall, we observe that all models trained achieved training accuracies of 100% and test 

accuracies that are less optimal. This indicates overfitting, which means that all models have 

memorized the training dataset too well which prevented it from generalizing to unseen data 

points. There exist measures to alleviate the problem of overfitting, including increasing the size 

of the overall dataset through either data collection or through data augmentation techniques 

that generate synthetic data through manipulating the existing dataset, or regularizing the 

model to reduce the complexity of the model. Since the combustion analysis dataset is very 

small, the ideal solution to alleviate overfitting would be to increase the dataset through both 

additional data collection and synthetic data generation. We leave the exploration of such tasks 

as the next step in our future work.  
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From the test accuracies in individual hazard categories, we observe that ROCKET and CIF tied 

in three categories: explosivity, water reactiveness, and oxidizing; ROCKET outperformed CIF in 

one category:  

flammability; and CIF outperformed ROCKET in the remaining two categories: toxicity and 

corrosiveness. As a result, CIF achieved a slightly higher average test accuracy across all hazard 

categories. However, looking at the training time requirements, we observe that ROCKET is 

roughly 1,000 times faster than CIF for all hazard categories, taking 3-4 seconds to complete 

training, while CIF takes about one hour to train.  

Overall, we believe that ROCKET is the clear winner, since its test accuracies are comparable to 

those of CIF, and it is also 1,000 times faster to run. Considering that the current results are 

obtained from a preliminary 30-sample dataset, we expect the performance of both models to be 

improved when a larger dataset is available. In addition, CIF would naturally take longer to train 

with a larger dataset, making ROCKET even more favorable. These results are analogous to 

those presented by Ruiz et al. (2021), and we once again demonstrate the superiority and speed 

of ROCKET due to its random convolutional kernels. 

Table 2. Results on the combustion analysis dataset from a 70-30 data split. 

 ROCKET (SOTA) Canonical Interval Forest 
Hazard Category Train 

Accuracy 
(%) 

Test 
Accuracy 
(%) 

Train 
Accuracy 
(%) 

Test 
Accuracy 
(%) 

Train 
Accuracy 
(%) 

Test 
Accuracy 
(%) 

flammability 100 67 100 67 100 67 
toxicity 100 56 100 56 100 56 
explosivity 100 89 100 89 100 89 
water 
reactiveness 

100 67 100 67 100 67 

Corrosiveness 100 78 100 78 100 78 
Oxidizing 100 100 100 100 100 100 
Average 
Performance 

      

4.0 Conclusions 
In this work, we presented a review of applications of machine learning in fire sciences and gas 

classification. We presented the combustion signature dataset collected using the FTIR and 

cone calorimeter and used this dataset to demonstrate that ML can be applied to the 

characterization of freight fire hazards using two existing implementations of multivariate time 

series classification methods. However, in this study we have been limited by the small scale of 

the dataset, with only 30 data samples available. All data were obtained in the laboratory, 

indicating a need to test the models developed using real-world data before adoption. We have 

also been limited by a lack of repetition in experiments used. Previously, published 

classification tasks in related fields such as fire detection or gas classification typically only 

collected data on a few distinct materials and would run tests on these limited materials for a 

large number of times, for example, 1000 times per material. However, in our case, we only 

tested 20 distinct materials and collected a total of 30 data samples, meaning that most 

materials were only burned once, and no repetitions of tests are available. Since this is a first 

attempt at using machine learning models on fire hazard detection, using such a complicated 

and small dataset limited the performance of the machine learning models tested. As a result, 



101 
 

the most imminent work is to collect more data in the laboratory and also explore data 

augmentation methods. As a future step, we will also develop our own multivariate time series 

classification method for the combustion analysis dataset and to contribute to the research 

community. These tasks will aid us in eventually applying our designed ML model trained on an 

augmented, large-scale dataset, to real freight fire scenarios and provide decision support to 

first responders when they encounter unlabeled, burning goods. 
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Dataset for 3D Printer Process Modelling 
Katie Xu 

Introduction 
3D printing is a class of fabrication methods for making customized 3D objects. Generally, the 

target geometry is divided into a series of 2D profiles (layers) and objects are built up layer-by-

layer. Fused deposition modeling (FDM) is a type of 3D printing where layers are formed by 

melting a thermoplastic material and depositing it in the desired locations where it solidifies and 

becomes part of the object. 3D printing has important advantages over traditional 

manufacturing processes such as the ability to fabricate complex geometries, reduced waste 

material, and lower tooling costs. However, the need for part-specific parameter tuning and the 

influence of external disturbances lead can lead to high rejection rates. This limits the usefulness 

of 3D printing in many practical applications. The goal of this project is to develop a closed-loop 

system to monitor and control the quality of parts made using a FDM 3D printer.  

Over the past 6 months, efforts for this project have been focused on collecting data about 

physical system. This includes designing the dataset as well as setting up the hardware and 

software necessary for data collection. The resulting dataset will provide insight into the 

dynamics of the system, which is essential for achieving effective closed-loop control.  

The project is in collaboration with Professor Zou and his students from the Department of 

Material Science and Engineering. 

Dataset Design 
The physical system, described in detail in the next section, consists of a FDM 3D printer with a 

camera situated directly above the print bed, pointing down. The system is capable of taking a 

top-down picture of the part after each layer has been printed. Using this system, we are able to 

monitor the progress of the print with a sampling frequency of once per layer. 

Requirements 
In order for the dataset to be useful in developing a closed-loop controller, it must contain 

information about the following two things: 

1. Layer-wise transition dynamics. This is how the state of the system changes over time, as 

well as how state changes are influenced by different inputs. This requirement informs 

the selection of inputs for the dataset.  
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2. A reward process. This is for evaluating or predicting the quality of a print, and is 

necessary in order to make a controller aimed at maximizing print quality. This 

requirement informs the labelling system to be used for this dataset as well as the 

geometry of the samples to be printed. 

Input selection 

Input selection is of critical importance for creating a useful dataset because it is the only way we 

can influence the distribution of the data contents. For this dataset, the inputs are the process 

parameters. Specifically, print speed and flow compensation are changed while all others are 

kept constant. Print speed, in mm/s, is the speed of the print head during printing. Flow 

compensation, in %, changes the rate at which material is pushed through the nozzle. 

It is important to select parameters which produce a wide variety of state transitions, as well as 

overall part qualities. In order to observe a variety of state transitions, 270 samples with 

randomized input trajectories will be produced. Specifically, the print speed and flow 

compensation will be chosen randomly for each layer. Speed is sampled uniformly from the set 

of speeds between 50 mm/s and 175 mm/s at 5 mm/s intervals. Flow compensation is sampled 

also uniformly, between 50% and 150% at 5% intervals. To observe a wide variety of part 

qualities, some samples will also be made with constant parameters throughout all layers. This 

is done three times for all combinations of speeds (mm/s) in {50, 75, 100, 125, 150, 175} and 

flow compensations (%) in {5, 75, 100, 125, 150} for a total of 90 samples. These samples ensure 

variety of overall quality because they include the extremities of the parameter space. 

Finally, it is important to note that notwithstanding the above, parameters for the first layer are 

always kept constant at 20mm/s print speed and 100% flow compensation. This is to ensure the 

success of the first layer which serves as a foundation for the rest of the sample, and also helps 

control against external factors such as operator error, sensor drift, or calibration issues.  

Labels 
For this project, we are defining quality mainly in terms of the material properties of the final 

part – specifically, the ultimate tensile strength (UTS). Because we are interested in the material 

quality, all samples will be geometrically identical tensile specimens. In addition to UTS 

measurements, the quality of each image and part will be assessed qualitatively and assigned 

scores based on several criteria. The reason for this is twofold. First, UTS measurements are 

quite sparse – only one per sample – and it is desirable to have a denser reward signal if 

possible. Second, samples with very high UTS values often have print artifacts as well, which 

would render it unusable in practice. The specific grading scheme is still being finalized but 

some potential criteria include the presence of print artifacts, geometric distortion, the type of 

failure during the tensile test (brittle/ductile/failed before test even started), and the level of 

over- or under-extrusion.  

Summary 

To summarize, the dataset will consist of 360 samples with different print speeds and flow 

compensation percentages: 270 samples will be made with randomized input trajectories and 90 

will be made with constant input trajectories. For each sample, the UTS will be measured and 

quality scores will be assigned. Furthermore, images of each layer will be captured and assigned 

quality scores. 

System Overview 
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The data collection system consists of a Ender 3 v2 3D printer, a Raspberry Pi 3 Model B+), and 

a Raspberry Pi HQ Camera with a 6mm wide angle lens. The camera and the Raspberry Pi are 

mounted onto the frame of the printer as shown in Figure 1. The flow of information between 

these a parts is shown in Figure 2.  

 
Figure 1: Physical system 

 
Figure 2: Flow of information 
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G-code is a text file with a series of low-level commands for the printer, and it is generated 

offline for each sample. The G-code files are then uploaded to the Raspberry Pi, which reads it 

line by line and either forwards the command to the printer or triggers the camera sequence 

when it encounters a special G4 P1 command. Details of each part of this procedure are 

presented in the following sections. 

Making the G-code 
Cura is used to generate the G-code for parts with constant input trajectories. A different G-code 

file is for each parameter set. 

For parts with randomized input trajectories, Cura is not capable of parameters separately for 

every layer. Instead, this is accomplished by splicing G-code from different parts together. For 

example, suppose that a given part requires the following parameters: layer 1 speed = 20mm/s, 

layer 1 flow = 100%, layer 2 speed = 100 mm/s, and layer 2 flow = 120%. Then the G-code for 

this part is constructed by combining the first layer from the G-code file with speed = 20 mm/s 

and flow = 100%, together with the second layer from a separate G-code file with speed = 100 

mm/s and flow = 120%.  

Printing the parts 

The Raspberry Pi is responsible for reading the uploaded G-code file and forwarding commands 

to the printer. This is managed by a program called OctoPrint which handles communications 

between the Pi and the printer, as well as to a graphical user interface which can be accessed 

remotely.  

The material used for printing is PETG (polyethylene terephthalate glycol). 

Taking the pictures 

In addition to forwarding G-code commands to the printer, the Raspberry Pi is also responsible 

for coordinating the printing with image capturing. This means pausing the print after each 

layer, moving the part into the frame of the camera, and triggering the camera before resuming 

the print. This occurs whenever the G4 P1 command is encountered, and is handled by a plugin 

for OctoPrint called Octolapse. 

Preliminary Image Processing 
The raw image captured using the system described in the previous section is shown in Figure 3.  

From this image, a few steps are taken to extract the region of interest around the tensile 

specimen. Ideally, this could be accomplished by cropping at a fixed location for all images. 

However due to the location of the camera drifting slightly over time, this does not work well. 

Instead, the location of the tensile specimen and rotation of the image are determined 

automatically for each part using the first layer image. This is accomplished through the 

following steps: 

• Preprocessing  

• Edge detection 

• Contour detection – to locate the specimen 

• Line detection – to detect the angle of rotation 

This procedure is implemented in Python, using OpenCV. Each step is described in the 

corresponding section below.  
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Figure 3: Raw image 

Preprocessing 

First, the image is roughly cropped, scaled down, converted to greyscale, blurred, and the grey 

levels in the image were normalized. The result of this step is shown in Figure 4. The reason for 

this preprocessing procedure is to ensure effective edge detection.  

 
Figure 4: Preprocessing result 

Edge detection 

Canny edge detection is used to extract edges from the preprocessed image. This method 

involves applying Sobel filters to compute pixel gradients in both the X and Y directions 

followed by non-maxima suppression and hysteresis thresholding to retain only “strong” edges. 
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The result of this procedure is fairly good but the detected edges sometimes have small 

discontinuities which can create problems in the contour detection stage. To remedy this issue, 

morphological transformations are applied to close small gaps. The result of the edge detection 

and closing operation is shown in Figure 5. 

 
Figure 5: Closed edge image 

It is essential that edge detection is performed well because the following two steps operate 

based on the resulting edge image. 

Contour detection 

Following edge detection, Suzuki and Abe’s [1] border following algorithm for contour detection 

was used to extract closed contours from the edge image. This results in many contours being 

found, as shown in Figure 6a. To select the contour corresponding to the tensile specimen, the 

areas of all contours are computed and the one whose area is closest to the nominal area of the 

tensile specimen is selected (Figure 6b). The nominal area is determined by manually measuring 

one of the images. Finally, the centroid of the selected contour is found. This will be the center of 

the cropping box.  

 
(a) 

 

 
(b) 

 

Figure 6: Contour detection result (a) all contours (b) selected contour 



109 
 

Line detection 
Returning again to the output of edge detection, straight lines in the image are found using the 

Hough transform. Roughly speaking, this involves iterating through the space of all possible 

lines and selecting the ones which pass by a sufficient number of edge pixels. Following the 

Hough transform, lines which are approximately horizontal (±5°) are kept and all others are 

discarded. Figure 7 shows the detected lines for a sample image. The average angle of these lines 

is used to compute the rotation of the image.  

 
Figure 7: Hough lines 

Cropping and rotation 

Finally, the image is rotated through the angle found in the line detection step and cropped to a 

box of fixed size centered around the centroid found in the contour detection step. The result is 

shown in Figure 8. 

 
Figure 8: Cropped image 

Limitations 

For this image processing procedure to effectively locate the part, parameters must be tuned 

carefully for the dataset. This means that relatively small changes to the physical system may 

render the current procedure unusable. Moreover, parameter tuning is not very intuitive so 

significant trial and error could be involved.  

For more robust specimen localization, alternate approaches such as object detection could be 

applied. However, this is not done for this project because these processing steps are strictly for 

data cleaning purposes, as an alternative to manual cropping. The resources necessary to build 

an object detector and to create the labels needed for training would exceed that which is needed 

for fully manual cropping. In practice, robust localization may indeed be required, at which 

point further work should be done to either improve or replace this procedure.  

Conclusion 
This report outlines the methodology for creating a dataset suitable for modelling the dynamics 

of a FDM 3D printing process. The dataset will consist of 360 tensile specimens. For each 

sample, the UTS will be measured and it will evaluated on several quality criterial. Throughout 

the printing process, top-down images of each layer will be captured and the quality of the layer 
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will be scored based on the image. Finally, images will be cropped to the region of interest 

containing the tensile specimen. This is done by detecting the location and rotation of the tensile 

specimen in the image. 

Of the 360 samples, 270 of them will be printed with randomized input trajectories, with the 

parameters for each layer being sampled uniformly from the parameter space. The remaining 90 

samples will be printed with constant input trajectories with parameter values fixed at evenly 

spaced intervals in the parameter space.  

References 
[1] S. Suzuki and K. be, “Topological structural analysis of digitized binary images by border 

following,” Computer Vision, Graphics, and Image Processing, vol. 30, no. 1, pp. 32–46, 1985. 

[Online]. Available: https://www.sciencedirect.com/science/article/pii/0734189X859001672 

  

https://www.sciencedirect.com/science/article/pii/0734189X859001672


111 
 

 

Unsupervised few-shot learning 
Kuilin Chen 

Introduction 

Few-shot learning (Fei-Fei et al., 2006) aims to learn a new classification or regression model on 

a novel task which is not seen during training, given only a few examples in the novel task. Meta-

learning (Finn et al., 2017; Snell et al., 2017) is a popular approach for few-shot learning by 

training the model with episodes of few-shot samples to mimic the test setting. However, 

existing few-shot learning methods are not ”true” few-shot learning because they still require a 

lot of labeled data for pre-training or meta-training. Recently, several unsupervised meta- 

learning approaches have attempted addressed this problem, by constructing episodes via 

pseudo-labeling (Hsu et al., 2019) or augmenting images (Khodadadeh et al., 2019). However, 

the performance of unsupervised meta-learning approaches is still far from their supervised 

counterparts. 

Recent works (Chen et al., 2019; Tian et al., 2020b) show that vanilla transfer learning 

outperforms meta-learning methods on a wide range of few-shot learning benchmarks. It 

demonstrates that it is possible to learn transferable representation from unlabeled meta- 

training data without using episodic meta-training. Therefore, we develop a self-supervised 

learning method that learns representation from unlabeled meta-training data to achieve 

comparable performance of SOTA supervised few-shot learning methods. 

Methodology 

Given unlabeled meta-training data, we treat each sample as a class. For example, if we have K 

training samples in the meta-training dataset, we train a K-way classification model on the 

meta-training data. The model is trained by minimizing the following loss function 
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where 𝐳 = 𝒇(𝐱) is the encoded features of augmented input x, and 𝐩𝒊 is the class template for 

class i. We use Gaussian Blur, color jittering, random crop to augment the original images so 

that the model can learn invariant features of unlabeled data. 

In addition, we also mimic the unseen meta-test data via mixing up the meta-training samples. 

Mixing up the image pixels does not result in realistic images. Inspired by generative models, we 

mix up intermediate features of an image from the encoder so that the mixed-up image looks 

more realistic. 

Another challenge of few-shot learning is that the classifier trained from few-shot training 

samples could be very biased because the few-shot training data does not well represent the true 

training data distribution. Therefore, we also add noise to the few-shot training samples to make 

the few-shot training samples better represent the training data distribution. As a result, the 

final classifier is less biased and achieves strong performance on the test data. 

 

Results 

We conduct few-shot classification experiments on two widely used few-shot image recognition 

benchmarks: miniImageNet, and FC100. We do not use the labels in the meta-training dataset. 

miniImageNet is a 100-class subset of the original ImageNet dataset (Deng et al., 2009) for 

few-shot learning (Vinyals et al., 2016). Each class contains 600 images in RGB format of the 

size 84 × 84. miniImageNet is split into 64 training classes, 16 validation classes and 20 testing 

classes, following the widely used data splitting protocol (Ravi and Larochelle, 2017). 

FC100 is another derivative of CIFAR-100 with minimized overlapped information between 

train classes and test classes by grouping the 100 classes into 20 superclasses. They are further 

split into 60 training classes (12 superclasses), 20 validation classes (4 superclasses) and 20 test 

classes (4 superclasses). 
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Our results indicate that our method can achieve comparable results of supervised few-shot 

learning methods, while our method does not use the label in the meta-training dataset. In 

addition, our method achieves stronger results than existing self-supervised learning methods, 

such as SimCLR, MoCo v2 and BYOL, because existing self-supervised learning methods are not 

designed for few-shot learning. Our method mimic the unseen meta-test data via mixing up 

meta-training samples. That’s why our method outperforms existing self-supervised learning 

algorithms. 
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1.0 Problem Statement 

Data-driven techniques, especially artificially intelligence (AI) have been getting huge 

amount of attention in the manufacturing and production sector, due to their ability to 

model highly nonlinear, complex, and multi-dimensional systems. Tremendous research of 

deep learning techniques has been started to be applied in machine health monitoring and 

on the Remaining Useful Life (RUL) prediction. Precise RUL prediction can significantly 

improve the reliability and operational safety, avoid fatal breakdown, and reduce cost 

overall. Cummins and its client, STNG, proposed a project on investigating the remaining 

useful life and predict failures in the N – timeframe of the engines that are used in the 

mining site. The project explores data-driven techniques for developing a RUL prediction 

model and identifying decision boundaries for determining the critical state of the engines.  

2.0 Related Work 

There have been many state-of-the-art applying data driven approaches to the C-MAPSS 

Dataset for prediction of RUL [1].  

Huang et al. [2] implemented an MLP approach for modeling the remaining useful life of 

the laboratory-tested bearings and received a superior performance compared to the 

reliability-based approaches. The ANN model developed took measurement values at 

present and previous as inputs and got the equipment life as percentage as output. 

Recurrent neural networks (RNN) are commonly used for problems involving time series 

data, because of their ability to process and pass information over time. The authors of [3] 

used multi-layer LSTM followed by a feed forward neural network to map the features 

from LSTM to the predicted RUL.  

Additionally, MLP-LSTM-MLP structure has been proposed from the authors of [4], where 

they use MLP layers initially to handle complex feature processing, use LSTM for 

capturing the temporal dependencies and finally MLP for prediction using temporally 

smoothed data. 

Convolutional neural networks are often used for dealing time series data due to their 

ability to model correlations in a temporal window. The authors of [5] proposed a deep 
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learning CNN architecture that contain multiple CNN layers followed by a fully connector 

layers to improve the performance. 

To combine the advantages of LSTM and CNN, a hybrid architecture is proposed in [6], 

developing CNN layer and deep LSTM and a followed by a fully connected layer. 

Classical deep learning algorithms tend to encounter the vanishing/exploding gradient 

problem found in ANN with gradient-based learning methods and backpropagation. To 

overcome the problem of vanishing gradient problem, a new residual CNN (ResCNN) 

model is proposed for RUL estimation in [7]. 

2.0 Data Description 

The provided engine data from STNG contains four different categories which are as 

follows: 

Table 1 - Provided Dataset Breakdowns 

Description Count 

In-Operation Engines 105 

Failed Engines 39 

Passed Engines 9 

Infant Mortality 7 

 

The in-operation engines represent engines that have not yet failed and are in-operation. 

Hence, these engines cannot be used to predict the RUL as the target variables are currently 

unknown. The failed engines represent engines that have failed before the service life of 

18000 hours, and passed engines represent engines that have passed or operated over the 

service life of 18000 hours. Lastly, the infant mortality represents engines that have failed 

before the operational hours of 5000. For model development, the only data that could be 

utilized are “Failed Engines” as the target variable of RUL is known for ones that have 

failed. The target variable of RUL is also known for engines classified as “Infant Mortality”, 

but are excluded in the analysis, as they represent outliers in the failed engine sets and the 

data does not exhibit relationships with failures, making the prediction poor.  

Once the engines reach its service life of 18000 hours or failed, the engines are repaired 

and replaced. Afterwards, the repaired engines are put back to another vehicle for operation. 

This process repeats for minimum of 3 cycles until the engines are unsalvageable.   
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There are two primary datasets which are readings from sensor such as temperature and 

pressure of the engine, derived in real time, and the oil data that contains features such as 

masses of different elements in the engine oil, extracted periodically.  

The sensor dataset has 221 readings / features, however, most of the sensors and features 

such as signals in bit, do not provide useful information for RUL prediction. The 24 

features are selected amongst the 221 readings. The temporal variable for the dataset is the 

operational hours.  

The oil dataset contains 31 features of different element masses that represent additive, 

coolant leak, wear, and contamination. The oil change occurs every 480 hours of operation 

in average and is performed throughout the engine life cycle. Instead of using the 

operational hours as the temporal variable, we use the oil change cycles to achieve the 

consistent sampling rate between data points.  

Additionally, few general datasets were provided which are as follows: 

1. Engines Hour – The history of all engines including its engine id, site, operational 

hour before failure, failure date, start date, and vehicle number  

2. Engine Operational Hour –The actual operational hour of each engine per day 

3. Failure Mode – Failure mode for engines that were provided 
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2.1  General EDA (Exploratory Data Analysis) 

The Figure 1 shows the operational hours at failure of the engines the datasets were 

provided for. The  graph shows bimodal distribution, which shows two peaks at 5000 – 

6000 hours and another peak at 11000 – 13000 hours. The common practice is to split the 

distribution and train separately, but when we analyze historic operational hours before 

failures of all engines, the distribution is no longer bimodal, but slightly left skewed.  

 

Figure 1 - Operational hours at failure for provided engines 

 

Figure 2 - Operational hours of all engines 
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As mentioned in the previous section, after engine failure or upon reaching its service life, 

these engines get repaired and get used on another vehicle. The figure below shows the 

average operational hours per cycle for engines with different accumulated hours (i.e., sum 

of operation hours of previous life cycle, zero if the engine is new and was never 

overhauled). As the historic hours of the engine increase, the average operational hours 

before failure significantly drop. Even after replacement of major parts, we expect the 

engines to have degradation, resulting in failures earlier than its previous cycle. In the 

model implementation, the engine accumulated hours are included as an input variable. 

 

 

Figure 3 - Average operational hours before failure per its accumulated hours throughout its entire life 

 

The engines get operated in 7 different sites. We can examine the distribution of operational 

hours are different between sites. However, site cannot be used as an input feature since 

sensor records and oil analysis were provided from one site. 
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Figure 4 - Boxplot of operational hours before failure per site 

When the engines fail, they could have different failure modes. For the dataset provided, 

there were only two failure modes, which are seized-piston and seized crankshaft. However, 

according to STNG, there could be 5 different failure modes, such as coolant leak.   

 

Figure 5 - Failure modes of the provided engines 
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3.0 Proposed Methodology 

This project proposes a model ensemble approach to address the engines failures modeling 

by establishing a prediction framework that integrates both sensor and the engine data. The 

framework gathers the prediction from sensor and the oil data and uses the minimum as 

the final prediction. 

 

Figure 6 – Proposed model framework 

The final prediction of health index (HI) is then converted as classes of healthy and critical 

using a decision boundary to invoke the operators to make corrective action or preventive 

measures on critical engines.  

3.1 Target Variable 

Instead of predicting for Remaining Useful Life (RUL) in hours directly, the model predicts 

for health index (HI) which is remaining useful life (RUL) in hours normalized into scale 

[0,1]. Since all engines show different levels of degradation even at same remaining useful 

life, the health index or percentage reflects the actual state of the engine more than 

remaining useful life in hours. This can be formulated as follows: 

𝐻𝑒𝑎𝑙𝑡ℎ 𝐼𝑛𝑑𝑒𝑥 = 1 −  
𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 ℎ𝑜𝑢𝑟𝑠

𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 ℎ𝑜𝑢𝑟𝑠 𝑎𝑡 𝑓𝑎𝑖𝑙𝑢𝑟𝑒
  (1) 
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3.2 Metrics 

For evaluation of the proposed model, root mean squared error (RMSE) is used; however,  

the most important predictions are when the machines are at a critical state. Instead of 

evaluating the entire interval, the RMSE of prediction less than 0.25 and actual target 

variable less than 0.25 is used as evaluation. This evaluates the recall and precision for the 

machines at critical state of 25% health level 

𝑅𝑀𝑆𝐸 =  √
1

𝑚
∑ (�̂�𝑖 − 𝑦𝑖

𝑚

𝑖=1
)2  𝑓𝑜𝑟 𝑦𝑖 < 0.25  𝑜𝑟 �̂�𝑖 < 0.25  (2) 

3.3 Data Split Method 

We realize that combining all engines and randomly splitting on the data instants level 

causes major data leakage. Thus, the dataset is split between train and test per engine. 

Afterwards, k-fold partition is applied on the train set and 5-fold cross validation is applied 

to get the train and validation set for training.  

3.4 Model Prediction Interpretation 

Upon prediction of the health index or remaining useful life, we propose to use the 

threshold value to classify between critical and healthy state of the engine. This allows the 

operators to make corrective plans and additional maintenance when the model starts 

predicting as critical state.  

The threshold is defined through the procedures as the following: 

1. Incrementally iterate through failure thresholds 

2. Convert the numerical health index (HI) prediction to discrete classes using the 

threshold 

• If �̂�𝐻𝐼 ≥ 𝐻𝐼𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑 → 𝑦𝑐𝑙𝑎𝑠𝑠 = 0 

• If  �̂�𝐻𝐼 < 𝐻𝐼𝑡ℎ𝑟𝑒𝑠ℎℎ𝑜𝑙𝑑 → 𝑦𝑐𝑙𝑎𝑠𝑠 = 1 

3. Measure the average precision, recall, and F1 score for different critical thresholds 
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4.0 Sensor Model 

4.1 Data Preparation 

The initial step of the data preparation is cross-referencing across four different datasets. 

The figure below shows the data schema for constructing the final dataset. 

 

Figure 7 - Table schema of the sensor model 

The measurement data is complex and high dimensional. The initial dataset contains 221 

features, but after removing the columns with greater than 30% null values, more than 150 

features were eliminated. Additionally, there are many features that have low variance 

which mean that they are ineffective against the performance. After analyzing each variable, 

the total final selected features are 24 variables. 
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Figure 8 - Missing data representation 

The sensor data does not have consistent sampling rate and the actual operational hours 

were from another dataset, which contains the operational hours per day. Thus, the data 

points were imputed to an average, every 15 operational hours. The 15 hours is chosen as 

it is the average hours the engines operate per day.  

The measurement data exhibits great outliers such as spikes and noise. After analyzing the 

data, the spikes occurred randomly and does not have any relationship with the failure. 

Therefore, the filtering method using Z score threshold is used to eliminate the noises. 

 

Figure 9 - Raw IMT-RBF (F) data 
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Lastly, the normalization is applied as it helps to accelerate the convergence rate. The min-

max normalization is used to convert the sensor data scale within the range of [0,1]. 

 

Figure 10 - Raw IMT-LBF (F) data 

 

Figure 11 - Preprocessed IMT-LBF(F) time series data 

4.2 EDA – Sensor Data 

During the month of June and July, we can examine a minor drop in temperature compared 

to other months of the year. The model is initially developed with the months as a feature, 

but was removed in the model final as it did not have a significant predictive power,  

 

Figure 12 - Boxplot of ambident temperature (F) per month of the year 
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Figure 13 - Boxplot of fuel temperature (F) per month of the year 

The graph below are few variables that show a slight increasing trend before failure. The 

x-axis is the negative remaining useful life. For example, in the figure, data points at -

10,000 RUL represents readings 10,000 hours before failure, and data points at 0 RUL 

represents failure. 

 

Figure 14 – Time series data of Engine oil temperature (F)  

 

Figure 15 - Time series data of IMT-LBF (F) 
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Figure 16 - Time series data of fuel temperature (F) 

4.3  Failure Modes 

In the provided engine datasets, the failure modes are seized piston and crankshaft. If the 

readings or responses between these two engines are different, then we would require 

building a separate model per failure modes. 

 

Figure 17 - Histogram of variables, comparing between two failure modes 

The figure shows the histograms of piston and crankshaft failure responses at the last 2000 

hours before failure for different variables. The responses are very identical between the 

two failures. 

To confirm that the responses from the failures are identical, a Logistic Regression is 

implemented for the last 2000 hours before failure between the crankshaft and piston 

failures. The confusion matrix of the logistic regression is shown below. 
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Figure 18 - Confusion matrix of predictions using logistic regression 

The confusion matrix indicates that the model performs poorly and is not able to predict 

between the two failures. However, the downside of logistic regression is that we are 

currently classifying per data points, not the entire time series or the engine. We thus  

explored dynamic time warping for classification of the time series.  

Dynamic time warping is an algorithm that measures the similarity between the two 

temporal sequence. It finds the optimal non-linear alignment between the two time series 

and try to minimize the distance between the two temporal sequence or time series. The 

way it calculates the similarity is as follows: 

Let 𝑋(𝑥1, 𝑥2, … 𝑥𝑛) and 𝑌(𝑦1, 𝑦2, … 𝑦𝑚) be the two time series with the length of 𝑛 and 𝑚. 

The initial step is to construct a matrix of 𝑛 ×  𝑚  whose 𝑖𝑡ℎ  and 𝑗𝑡ℎ  element is the 

Euclidean between 𝑥𝑖 and 𝑦𝑖. The goal is to find a path through this matrix that minimizes 

the cumulative distance between the two time series. This path is represented as 𝑊 =

𝑤1, 𝑤2 … 𝑤𝐾, where the elements 𝑤𝑘 represents distance between two points 𝑖 𝑎𝑛𝑑 𝑗. The 

final output is the minimum Euclidean distance between the two time series, 𝐷𝑇𝑊(𝑋, 𝑌) =
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𝑎𝑟𝑔𝑚𝑖𝑛𝑤(∑ 𝑤𝑘)𝐾
𝑘=1 . The optimal path is found using dynamic programming following 

the algorithm: 

𝐷𝑇𝑊(𝑋, 𝑌) = 𝑤(𝑥𝑖 , 𝑦𝑗) + 𝑚𝑖𝑛 {

𝐷𝑇𝑊(𝑖 − 1, 𝑗)
𝐷𝑇𝑊(𝑖 − 1, 𝑗 − 1)

𝐷𝑇𝑊(𝑖, 𝑗 − 1)
 (3) 

For our application, running the dynamic time warping algorithm outputs a similarity or 

distance matrix between all engines. The distance matrix is then used on K-Nearest 

Neighbor for final classification.  

 

Figure 19 - Confusion matrix of classification using dynamic time warping (DTW) 

The confusion matrix indicates that the differences in the responses between crankshaft 

and piston failures are similar. We thus can develop a single model for predicting the RUL 

between the two failures.  
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4.4 Model Implementation 

The chosen architecture is MLP-LSTM-MLP due to its performance compared to other 

proposed architectures. Researchers from University of Loraine proposed the architecture 

for predicting RUL using C-MAPSS Turbo engine dataset and achieved high performance. 

Additionally, similar structure MLP-RNN-MLP was proposed  as an autoencoder for 

effectively denoising the time series data for automatic speech recognition (ASR) [8].   

The architecture presented in paper from University of Loraine is served as a baseline 

model and was tuned further. The major difference is that the proposed architecture uses 

fixed length of sequence whereas the architecture from Loraine uses the entire time series 

of the engine from start to failure for training. The reason for not using the entire time 

series for our application is that even though we use LSTM which effectively handles 

vanishing / exploding gradients, we can still face such problems at long sequences. We 

thus use fixed sequences instead of entire time series. 

LSTM layers alone may not be sufficiently expressive to capture the complexities of noise 

environments and the features. Conversely, MLP are well fitted to perform such a task. The 

idea of this architecture is to feed the raw inputs to the MLP before the LSTM layers. 

Having the raw inputs processed by the MLP layer initially allows the model to learn a 

good representation from a noisy and complex data, while LSTM captures the 

dependencies in the time sequence. Afterwards, the final layer is added to predict the RUL 

from these processed representations.   

With multiple hidden layers, we denote 𝑖𝑡ℎ  hidden layer’s activation as ℎ(𝑖)(𝑥𝑡) . For 

hidden layers, the activation is computed as: 

ℎ(1)(𝑥𝑡) =  𝜎(𝑊(1)(𝑥𝑡) + 𝑏(𝑖))  

ℎ(𝑖)(𝑥𝑡) =  𝜎(𝑊(𝑖)ℎ(𝑖−1)(𝑥𝑡) + 𝑏(𝑖))   

Each hidden layer ℎ(𝑖) has a corresponding weight matrix 𝑊(𝑖) and the bias vector  𝑏(𝑖). In 

our application, the tanh() serves as the activation function, 𝜎.   
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Figure 20 - Illustrated guide to LSTM [9] 

 

For the LSTM model, the middle layer has a temporal connections with the following 

procedure: 

1. The first step is to decide what information we are going to discard from the cell 

state through the “forget gate layer”. It looks at the last LSTM unit (ℎ𝑡−1) and the 

current input 𝑥𝑡 and outputs a number in the range of (0,1) for each cell state 𝐶𝑡−1. 

The output of 1 result in completely keeping the value while a 0 represents 

completely removing it. The sigmoid function for the forget gate is: 

𝑓𝑡 = 𝜎(𝑊𝑓 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) 

Herein, 𝜎 is the sigmoid function, and 𝑊𝑓 and 𝑏𝑓 are the weight matrices and bias, 

respectively of the forget gate. 

2. The next step is deciding what new information we are going to store in the cell 

state. This consists of two parts. First, an input gate layer which is a sigmoid layer 

decides which values to update. Then, a tanh layer creates a vector of new 

vectors, �̃�𝑡 that could be added to the state.  

𝑖𝑡 =  𝜎(𝑊𝑖 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) 

�̃�𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝐶 ∗ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) 

  

3. In the next step, we update the old cell state 𝐶𝑡−1 into the new cell state 𝐶𝑡 by 

multiplying the old state by the forget gate vector and add the new information. 

This is be formulated as: 
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𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡 

4. The final step is to decide on the output. Initially, the sigmoid layer decides what 

parts of cell state we are going to output. Then, we feed the cell state through tanh 

(to output between -1 and 1) and multiply by the output of the sigmoid gate. This 

is formulated as: 

𝑜𝑡 = 𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡) 

 

Figure 21 - Architecture of the MLP-LSTM-MLP with a sequence data 

The Figure 21 illustrates the architecture of the proposed model with a single sequence 

data. Note that the MLP layers are shown as one hidden layer for simplicity. For our model, 

we use 3 hidden layers for first and last MLP.  

The input vector 𝑥𝑡  with n-dimensions (where n is the number of input variables) are 

initially processed by the first MLP layers, and the resulting sequence of feature vectors 

with each sequence of length 𝑇 is then processed by a single LSTM layer. Finally, the 

output of the last LSTM cell of each sequence is passed to another MLP layers which 

outputs the scaler �̂�𝑡, the predicted RUL. Note that the weights of the MLPs are shared 

across all time steps. 
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4.4 Results 

The performance is evaluated using K-Fold of 5 with mean and standard deviation of 

RMSE error per engines. After selecting the best architecture which is, MLP-LSTM-MLP, 

the hyperparameters were tuned using Bayesian optimization. 

Table 2 - Performance of various architectures 

Models RMSE Standard Deviation 

DANN 0.1267 0.0030 

LSTM 0.1232 0.0019 

DCNN 0.1320 0.0020 

CNN-LSTM 0.1244 0.0022 

ResNet-3 0.1284 0.0014 

MLP-LSTM-MLP 0.1185 0.0022 
 

 Table 3 – Hyperparameter of MLP-LSTM-MLP 

Description Value 

Learning Rate 0.00036 

Number of neurons in MLP layers 256/128/128 

Number of LSTM cells 64 

Number of neurons in MLP layers 128/64/64 

Activation function for MLP layers tanh () 

Batch Size 16 

Sequence Length 14 

MLP Dropout Rate 0.2 

  

  

  

Figure 22 -RUL prediction for engines that failed after 8000 hours 



20 

 

  

  

Figure 23 - RUL prediction for engines that failed after 8000 hours 

 

The Figure 22 and Figure 23 shows engine prediction that failed before 8000 hours and 

after 8000 hours respectively. We observe that the model significantly underperforms on 

engines that failed before the operational hours of 8000. The RMSE of the engines that 

failed before and after 8000 hours are given in the following table:  

Table 4 - Performance comparison between standard failures and premature failures 

Engine Types RMSE 

Engine Failure Before 8000 Hours 0.211 

Engine Failure After 8000 Hours 0.0846 

 

The Figure 24 shows the precision, recall and F1 score at different threshold of all engines 

when used as a validation set. The threshold requires to be high to achieve an acceptable 

level of precision and recall. On the other hand, if we separate the engines that have failed 

before 8000 and after 8000, we can observe the performance at each threshold improves 

significantly for engines above 8000 hours of operation, but engines below 8000 hours of 

operation underperforms at an unacceptable level. The conclusion from the sensor model 

is that it does not have the capability to predict the engines that failed prematurely. We thus 
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disregard the model prediction for engines before 8000 hours of operations and only focus 

on prediction once the engines operate above 8000 hours.  

 

Figure 24 - Precision, Recall, and F1 Score of all Engines per Threshold 

 

Figure 25- Precision, Recall, and F1 Score of all Engines Failed after 8000 hours of operation 

 

Figure 26 - Precision, Recall, and F1 Score of all Engines Failed before 8000 hours of operation 
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For the sensor model, the proposed threshold is 0.165. At this threshold, the model can 

achieve high precision and recall despite having low threshold. The performance metric at 

this threshold is given in the following table.  

Table 5 - Performance at 0.165 threshold for engines that operated above 8000 hours 

Performance Metric Result 

Precision 0.867 

Recall 0.733 

F1-Score 0.744 
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5.0 Oil Model 

5.1 Data Preparation 

The initial step of the data preparation is combining the three datasets into one. The figure 

below shows the data schema for constructing the final dataset. 

 

Figure 27 - Final dataset schema 

Throughout the life cycle of the engine, the oil changes are performed on the engine, which 

reinstates the readings to its original state.  In the figure below, a variable, HK Lubricant 

represents the accumulated hours on the engine oil. When the HK Lubricant drops, it 

indicates that the oil change has been done and the readings are in the new cycle of engine 

oil. 

 

Figure 28 - Example of the dataset in tabular form 
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Due to constant oil change, the data shows high seasonality. To de-seasonalize the data, 

the average, and the max values at per engine oil cycle is used for the analysis. The mean 

and the max values were aggregated from the data as it possesses high variance. 

 

Figure 29 – raw time series data of iron element 

The outliers in the data were filtered using the Z-score threshold of 2. The outliers did not 

exhibit any patterns nor indicated any signs of degradation as it occurred at random times. 

Finally, the data was normalized using min-max normalization.  
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5.2 EDA 

 

Figure 30 - Correlation matrix of the variables 

The findings from the correlation matrix are as follows: 

• As cycles increase, the soot absorbance and soot% by weight, increases with 

relatively high correlation   

• Sulfation increases which represents degradation over time. 

• Some additives like Magnesium and Boron decreases while calcium and 

molybdenum increases. 
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• Most of the wear elements have flat or zero correlation with cycle, but aluminum, 

vanadium and silver show a slight positive correlation. 

• Iron, PQ index and viscosity decreases over time even though the failure is from 

wear. 

The figure below shows some of the variables with high correlation that represent wear. 

The x-axis in the negative remaining useful life in cycles where 0 represents failure and -

20 RUL represents 20 engine oil changes or cycles before failure.  

 

 

 

 

Figure 31 - Responses of input variables associated with wear 
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Aluminum and silver elements slightly increase over time, but PQ index and iron decreases 

over time which is abnormal. With failure modes from piston and crankshaft, we expect 

the mass to increase over time, but the data is showing the opposite.    

The figure below shows variables that represent contamination and degradation. 

 

 

 

 

Figure 32 - Responses of input variables associated with contamination and degradation 
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We can examine the contamination, soot absorbance, soot% by weight, and sulfation 

increasing as it reaches close to the failure. Nitration on the other hand reduces over time 

which is unexpected.  

5.3 Failure Modes 

In the provided engine datasets, the failure modes are seized piston and crankshaft. If the 

readings or responses between these two engines are different, then we would require 

building a separate model per failure modes. 

 

Figure 33 - Histogram of wear variables, comparing piston and crankshaft failures 

The figure above shows the histograms of variables that are associated with wear directly. 

We can examine a very similar distribution between the two failures across all wear 

variables. The responses between these two failures are very identical. 

To ensure that the responses from the failures are identical, a Logistic Regression is 

implemented for the last 2000 hours before failure between the crankshaft and piston 

failures. The confusion matrix of the logistic regression is shown below. 



29 

 

 

Figure 34 - Confusion matrix of predictions using logistic regression 

The confusion matrix indicates that the model performs poorly and is not able to predict 

between the two failures. However, the downside of logistic regression is that we are 

currently classifying per data points, not the entire time series or the engine. We thus use 

dynamic time warping for classification of the entire time series. 

 

Figure 35 - Confusion matrix of the failure classification using DTW and KNN 
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The Figure 35 shows the confusion matrix of classification model using KNN and dynamic 

time warping. The predictions between the two classes are poor which represent that these 

two failures are similar. However, for the oil data, the classes are imbalanced which could 

result the KNN model to overfit. When there are more data samples to train from, the 

classification task should be implemented again to validate this hypothesis. 
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5.4 Model Training 

As opposed to the sensor data, the sampling rate of the oil data is low, resulting in small 

number of data points per engine. In average, there are 13 data points per engines. We thus 

use the machine learning algorithm, XGBoost is chosen for the prediction of RUL.  

XGBoost is an algorithm that is further developed from gradient boosting. The gradient 

boosting uses the weak learners which are the regression tree that maps an input data point 

to its leaf that contain the continuous score. The XGBoost algorithm minimizes a 

regularized (L1 and L2) objective function that combines both loss function and penalty 

term for model complexity.  The training proceeds iteratively, adding new trees that predict 

the residuals or errors of prior trees that are then combined with previous trees to make the 

final prediction. It's called gradient boosting because it uses a gradient descent algorithm 

to minimize the loss when adding new models. 

Below is a brief illustration on how gradient tree boosting works. 

 

Figure 36 - Illustration on how XGBoost works 
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5.5 Oil Model Results & Threshold 

The oil model is evaluated across 5 runs while maintaining the same parameters and the 

mean RMSE and average of standard deviations of RMSE error between engines in test 

sets are given in the following table.  After selection of the best algorithm, XGBoost, the 

hyperparameters were optimized using Bayesian Optimization. 

Table 6 - Performance of oil model for various machine learning algorithm 

Models RMSE Standard Deviation 

Lasso 0.2020 0.0030 

ENet 0.2017 0.0064 

Bayesian Ridge 0.1990 0.0074 

Support Vector Regression (SVR) 0.2250 0.0111 

GBoost 0.1720 0.0064 

LightBoost 0.1740 0.0049 

XGBoost 0.1664 0.0054 

 

  

  

Figure 37 - RUL prediction of oil model for engines that failed after 8000 hours 
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Figure 38 - RUL prediction of oil model for engines that failed before 8000 hours 

The Figure 37 and Figure 38 shows that the oil model is also not able to predict well for 

the engines that prematurely failed; however, one key finding is that these engines tend to 

have high degradation rate as it reaches close to the critical state despite having low number 

of operated cycles as shown in Figure 39. In other words, if the prediction is converted to 

cycles remaining from health percentage, we can observe the pre-maturely failed engines 

having low cycles remaining even with short operational time. The conversion of health 

index to cycles remaining is formulated as follows: 

𝑅𝑈𝐿𝑐𝑦𝑐𝑙𝑒 =
𝑥𝑐𝑦𝑐𝑙𝑒𝑠

1 − 𝑅𝑈𝐿𝐻𝐼 
− 𝑥𝑐𝑦𝑐𝑙𝑒𝑠 (4) 
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Figure 39 - Average HI prediction per number of operated cycles 

 

  

  

Figure 40 - RUL prediction in cycles for engines operated less than 8000 hours 

The RMSE when predictions are converted to the number of cycles remaining are given in 

Table 7. The RMSE of the engine failures before 8000 hours show higher performance in 

comparison to the engine failures after 8000 hours. 
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Table 7 - RMSE of premature and standard failures when converted to cycles 

Metric RMSE (cycles) 

Engine Failure Before 8000 Hours 2.935 

Engine Failure After 8000 Hours 4.5605 

  

The Figure 41 shows the precision, recall and F1 score at different threshold of all engines 

when used as a validation set.  As seen from the sensor model, the oil model also shows 

poor performance for engines that prematurely failed and a good performance on engines 

that operated over 8000 hours.  

 

Figure 41 - Precision, recall and f1-score of all engines per threshold 

 

Figure 42 - Precision, recall and f1-score of engines above 8000 hours of operation 
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Figure 43 - Precision, recall and f1-score of engines under 8000 hours of operation 

The figure below is the performance threshold of the prematurely failed engines with the 

health index (HI) prediction converted to cycle. We can observe a high performance despite 

having a low threshold on prematurely failed engines. 

 

Figure 44 - Precision, recall and f1-score of engines under 8000 hours of operation per cycle threshold 

The result indicates that the oil model cannot yield an acceptable performance for engines 

that failed before 8000 hours with the health index prediction, but if the health index is 

interpreted as the cycle remaining, the model provides a significant improvement in the 
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performance. Hence, the oil model will use the cycles remaining threshold for the first 11 

cycles of operation and use the health index threshold for the rest of its operation.  

For the oil model, the proposed threshold is 0.165 and 5.1 cycles for engines above 8000 

hours and under 8000 hours respectively. The average remaining useful life at the threshold 

is 1966 hours and 2392 hours for threshold of 0.165 and 5.1 cycles respectively. The 

performance at 0.165 HI threshold and 5.1 cycle threshold is shown in Table 5 and Table 

6 respectively. The 0.165 is chosen due to high precision and recall with relatively low 

threshold and to keep consistent threshold with the sensor model. The 5.1 cycles are chosen 

as it provides moderate precision, but very high recall.   

Table 8 - Performance at 0.165 HI threshold for engines operated over 8000 hours 

Performance Metric Result 

Precision 0.802 

Recall 0.758 

F1-Score 0.718 

  
 

Table 9 - Performance at 5.1 cycle threshold for engines operated over 8000 hours 

Performance Metric Result 

Precision 0.774 

Recall 0.835 

F1-Score 0.735 
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6.0 Oil Model & Sensor Model Ensemble Result  

 This section outlines the results of the ensemble model with the defined threshold 

of 0.165 and 5.1 cycles. The results are presented in the figures below. 

 

Figure 45 - Failure detection distribution of all engines 

 

 

Figure 46 - Failure detection distribution of engines above 8000 operational hours 
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4, 10%

Cycle 
Threshold 

Detected, 16, 
41%

HI Threshold 
Detected, 19, 

49%

FAILURE DETECTION DISTRIBUTION 
OF ALL ENGINES

Not Detected, 2, 
9%

False Alarm, 1, 
5%

HI Threshold 
Detected, 18, 

86%

FAILURE DETECTION DISTRIBUTION OF ENGINES 

ABOVE 8000 OPERATIONAL HOURS
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Figure 47 - Failure detection distribution of engines under 8000 operational hours 

As shown in Figure 45, among the 39 engines, the threshold was not detected by the model 

for 4 engines However, among the 4 engines that were not detected, 2 engines do not 

contain both sensor data and oil data. We expect the percentage to decrease if both data 

were present. Another observation is that there was only one engine with an early false 

alarm or false positive that were classified as critical state significantly earlier than its 

actual failure. 

Another metric that was analyzed is the residual between the actual health index at 

threshold prediction and the threshold. When the threshold is detected by the model, the 

actual health index or actual remaining useful life should be as close to the threshold as 

possible. The residual distribution for both HI threshold and cycle threshold is presented 

in the Figures below. Note that the engine that raised the false alarm is removed. 

Not Detected, 
3, 17%

Cycle 
Threshold 

Detected, 15, 
83%

FAILURE DETECTION DISTRIBUTION OF ENGINES 
UNDER 8000 OPERATIONAL HOURS



40 

 

 

Figure 48 - Residual distribution at HI threshold detection 

 

Figure 49 - Residual distribution at cycle threshold detection with outlier removed 

 

Table 10 - RMSE and MAE at HI and cycle threshold prediction  

Metric RMSE  MAE  

Residual at HI Threshold Prediction 0.12  0.09 

Residual at Cycle Threshold Prediction 2.33 cycles 1.80 cycles 

 

 

 

 



41 

 

7.0 Conclusion and Next Step 

In this project, the ensemble of sensor and oil model is proposed to predict for the 

remaining useful life of the engines and provide the state of the engines using the decision 

boundaries. The final model was able to identify critical state for 34/39 engines and failed 

to identify for 4/39 engines. However, amongst the 4 engines that were not predicted as 

critical, 2 engines did not contain both the sensor and the oil data. If both dataset exists, we 

expect the recall rate to improve. Additionally, only one engine amongst 35 that were 

identified as critical raised a false alarm or had type 1 error. 

In future work, the cost analysis requires to be performed and determine the threshold based 

on the cost analysis. The current threshold of 0.165 is selected based on the performance 

of the model. Once we have further information on the cost of Type 1 Error and Type 2 

Error, the model and the threshold will be optimized to reduce the overall cost. 

The failure modes analyzed in the project were just wear failures on piston and crankshaft. 

The engines on-site are subjected to various failure modes such as coolant leakage which 

could show a different responses in the measurement data. To build a generalized model, 

we would require a larger dataset with all the failure modes for further development. 
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